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Abstract

In this paper we investigate the question of combining
multi-sample matching results obtained during repeated at-
tempts of fingerprint based authentication. In order to uti-
lize the information corresponding to multiple input tem-
plates in a most efficient way, we propose a minutiae-
based matching state model which uses relationship be-
tween test templates and enrolled template. The principle
of this algorithm is that matching parameters, i.e the sets of
matched minutiae, between these templates should be con-
sistent in genuine matchings. Experiments are performed
on FVC2002 fingerprint databases. Result shows that the
system utilizing the proposed matching state model is able
to outperform the original system with raw matching scores.
Likelihood ratio and multilayer perceptron are used as com-
bination methods.

1. Introduction

Generally, it is believed that the performance of biomet-
ric systems can be improved by fusing multiple sources of
biometric modalities. The idea is that the great diversity of
different modalities could lead to the enhancement of clas-
sification accuracy [|2]. Basically, different modalities are
considered independently, and, for instance, there is no cor-
relation between one person’s face and fingerprints. But for
unimodal systems with multiple templates, there is corre-
spondence between samples or features, for example, fin-
gerprint templates captured by two sensors at the same time
should be consistent to each other. This paper investigates
such correlation between matching templates and uses it to
improve performance.

Fingerprint systems are widely used because of its high
uniqueness and permanence. The process of fingerprint au-
thentication is to match test template 7; to enrolled one 7,
to determine if they are the same. But non-linear distortion
might make two templates from the same finger to be dif-
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ferent. In the case of bad matching, user might be asked to
provide another attempt where fusion is needed in this case.

The successful fusion algorithm considered in situation
of multiple samples should take into account the measures
of consistency for biometric data obtained from different at-
tempts. These measures can be derived if the details of the
matching algorithms are available. For example, the ear-
lier method of face representation used for face recognition
consists of a set of pre-defined landmark points [5]. Thus
the face recognition taking advantage of multiple cameras
or video frames, typically attempts to reconcile the models
of each camera or frame by constructing a generic model
representation [ 14, 15].

In this paper, we consider the consistency of minutiae
points in enrolled and test fingerprint templates. During
genuine matching attempts, minutiae of the test fingerprints
contributing to matching scores most probably have correct
pairings with minutiae of the enrolled template, and, as a
consequence, minutiae of two test fingerprints are paired
between themselves as well. In contrast, when two impos-
tor test fingerprints are presented to the matcher, the sets of
matched minutiae are possibly more randomly paired, and
there are less correspondences between matched minutiae
belonging to two test fingerprints. If such hypothesis is true,
then the auxiliary information in the form of numbers of
corresponding pairs of matched minutiae in two test finger-
prints, should be useful to improve the discrimination be-
tween genuine and impostor matches. In our experiments,
we will be combining such information with raw matching
scores to make a better authentication decision in a finger-
print verification system.

2. Previous Work

Previous work in multi-sample fusion use either fea-
ture level or score level fusion. Ryu et al. [8] proposed
an approach to generate a super-template by incorporating
only the highly credible minutiae points based on multiple
fingerprint images. A successive Bayesian estimation ap-
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Figure 1. Matching scenario of our system.

proach was applied to a sequence of templates to determine
the highly likely true minutiae. The experimental results
showed that more impressions of the same fingerprint are
used, the better accuracy will be achieved. Jain et al. [6]
defined spatial relationship between two input templates us-
ing a modified iterative closest point algorithm to compute a
transformation matrix. Better performance can be achieved
by extracting augmented minutiae sets after test templates
are mosaicked. All these methods utilize only positive ex-
amples to improve representation of multiple enrolled tem-
plates.

Feature level fusion or creation of composite template
can be used in other modalities. For example, a set of signa-
tures can be used to construct a template as a trained HMM
in handwritten signature verification system [11]. In face
recognition system, the sequence of video frames can be
used to generate a more precise model of the face [9].

Contrary to feature level fusion, score level fusion pro-
vides us a way to fuse templates without detail of matching
algorithms. Previous work of fingerprint and face biometric
systems have employed score level fusion in multi-sample
scenario. Uludag et al. [13] proposed a similarity score-
based approach to select and to fuse multiple templates for
each enrollee in order to improve the performance of a fin-
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gerprint authentication system. Verification was done based
on the mean (or minimum) of the similarity scores of the
query with the templates of the claimed identity. Chellappa
et al. [3] generated a sequence of matching scores by match-
ing each frame extracted from a clip of video to an enrolled
face template of the person. Conditional entropy which cap-
tures the evolving uncertainty of the identity variable given
observations is updated to combine matching scores. In [4]
we used the score between test templates in addition to raw
matching scores. Such score could indicate either the qual-
ity of the test templates or the diversity between them. The
presented fusion algorithm is relatively heuristic but seems
to be efficient since only one more score should be gener-
ated.

Our method in this paper considers an indeterminate ap-
proach using matching scores and parameters of obtained
matches. Instead of attempting to build a composite model
as in the previous methods or just using matching scores,
we propose to derive the matching state model information
which represents the multi-sample matching scenario. This
is some additional information which describes parameters
of the found match, and we use this information along with
raw matching scores. Our conjecture is that this approach
will be more successful in situations, where one of the sam-
ples makes error in multi-sample matching.

In contrast to typical feature level and score level fu-
sion algorithms, current approach attempts to fuse the aux-
iliary information obtained during matching. In this regard
it is somewhat similar to the multi-view face fusion meth-
ods [14, 15], which reconstruct the position of the face with
respect to different camera views and check the consistency
of the transformation from one face view to another. It
seems that such idea has not yet been applied to fingerprint
matchers.

3. Minutiae-based Matching State Model

We consider the matching scenario shown in Fig. 1 hav-
ing one enrolled template 7, and two test templates 73, and
Tio. One verification attempt has two matching scores be-
tween the enrolled template and two test templates - s; and
so. Genuine verification attempt is the case where enrolled
and test templates are from the same finger, that is, s; and
so are both genuine scores. The case of impostor attempt is
generated by assuming both test templates from one finger
and enrolled one from another finger, in this case, s; and s
are both impostor scores.

With standard template representation consisting of a
set of minutiae points from fingerprints, matching algo-
rithm can output which minutiae points are matched in each
template. Since in both genuine and impostor matchings
two test templates are from the same finger, Fig. 2 shows
four cases based on matched minutiae in two test tem-
plates. Minutiae in test templates are represented to be myy
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Figure 2. Four cases based on matched minutiae correspondences
for two test and one enrolled fingerprint templates.

and myo, and minutiae in the enrolled template to be m..
Fig. 2(a) is the case where m;1, m¢o and m,. are matched
to each other. This is the case which happens a lot in gen-
uine matching where all templates are from the same finger.
Fig. 2(b) shows the case in which m;; and m;, are matched,
but respective matched minutiae are different in the enrolled
template. Fig. 2(c) means no matching between m,. and
myo(or myq) though both of them are matched to one minu-
tiae in another test template. Fig. 2(d) shows the fourth case
where no matching between m, and my; (or m;2) when my;
matches to m;s. Impostor matchings always contain many
such cases since test and enrolled templates are from dif-
ferent fingers. These are the only four possible cases when
my1 matches to mys. Our hypothesis is that the first case in-
dicates the correspondence between matching two test fin-
gerprints to one enrolled fingerprint, and the other cases in-
dicate the disagreement between matches. If we denote the
number of matched minutiae pairs for two test templates
as num_matched(my1, my2), the number of each case as
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Figure 3. Histogram of frequency for each case in genuine and
impostor matchings of DB1

num_case; 1 < i < 4, the frequency of each case in each
matching triplet is defined as:

num-case;

freqi = ey

num_matched(my1,my2)

where 7= 1,2,3 and 4 and summation of frequencies
equals to 1. We want to use the frequencies of each case
along with the matching scores s; and ss in Fig. 1 to make
better authentication decisions. According to our hypothe-
sis, the frequency of first case should have a positive effect
on the combined matching score, and frequencies of other
cases should have a negative effect.

4. Combination Methods

FVC2002 has four databases DB1, DB2, DB3 and DB4
where each one was captured by different sensors. Each



database has 110 different persons with 8 different images
for the same finger of the person [1]. The genuine matching
case is generated by assuming one of eight images for the
same finger to be enrolled and other two to be tested. For
each person, there are 168 such matching variations and to-
tally it’s 168 * 110 = 18480. On the other hand, the impos-
tor matching case is generated by matching one image from
one person as the enrolled template and two test templates
from another person. The number of impostor matchings is
selected as the same as the number of genuine matchings.

Fig. 3 shows the histogram of frequencies for genuine
and impostor matchings in DB1. Since DB2, DB3 and DB4
have the similar scenarios, we omit figures for them. As
you can see the genuine matching in Fig. 3(a), distribution
of frequencies for case 1 is near 1 and most of the frequen-
cies for case 4 are near 0. This is actually expected because
in genuine matching, most of minutiae in each of three tem-
plates can be matched to each other. On the other hand,
impostor matching in Fig. 3(b) says, most of frequencies
for casel are near 0 but most of them for case 4 are near 1.
This is also true because impostor matching means test tem-
plates from the same finger but enrolled one from another.
Most of time, when two minutiae in each test template are
matched, both of them might not be matched to any minu-
tiae in enrolled template. So case 4 is dominant in impostor
matchings. But for case 2 or case 3, the distributions of fre-
quencies are comparable to the respective cases in genuine
and impostor matchings. So it’s not clear if case 2 and case
3 are useful to discriminate genuine and impostor match-
ings. Information from case 1 and case 4 is useful to make
such decision, since if frequency of case 1 is closer to 1,
it’s more probably to be a genuine matching. On the other
hand, if frequency of case 4 is closer to 1, it is more likely to
be an impostor matching. In this paper, we only use the fre-
quencies for case 1 and case 4 in the matching state model.

The first experiment on measuring the effect of minutiae-
based model on classifying genuine and impostor matching
attempts is likelihood ratio - the optimal method in verifi-
cation biometric systems [!0]. For the system using raw
matching scores, the likelihood ratio is:

S _ pgen(sla 52)
pimp(sla 32)

@)

where pgen (1, 52) is the probability density of genuine
scores s1 and $2, and pjp,p (1, S2) is the probability density
of impostor scores. Likelihood ratio assigns the combined
score a value of ratio between genuine and impostor score
densities.

To use frequencies for case 1 and case 4, four dimen-
sional probability densities are constructed in likelihood ra-
tio:

o pgen(sla 52, fTe(h, f7"6q4)
pimp(slv 52, freql, fTGQ4)
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Figure 4. Likelihood Ratio
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Figure 5. Multilayer Perceptron

Since the approximation of densities of genuine and im-
postor scores could have a negative impact for likelihood
ratio method, we verify the results with the combination
method utilizing multilayer perceptron to compare the use
of raw matching scores and the minutiae-based matching
state model. The used perceptron has two hidden layers
with eight nodes in the first hidden layer and nine nodes in
the second hidden layer. The input layer for system with
raw scores contains two nodes with each for one score. The
input layer for matching state model has four nodes for two
matching scores, freq; and freqs. The output layer for
both situations has one node with expected O for impostor
matching and 1 for genuine matching.



5. Experiment

We use the minutiae-based fingerprint matching system
proposed in [7] to get matching scores and corresponding
matched minutiae points of two templates. The system used
minutiae points as well as secondary features which incor-
porate relative distance of minutiae, radial angle of minu-
tiae, and minutia orientations in each fingerprint. Instead of
using n?/(size; + sizey) or 2% n/(size; + sizes) (where
stzep and size2 are the numbers of minutiae in each print,
and n is the number of matched minutiae) to compute the
similarity scores, they utilized number of minutiae points
on overlapping areas and average feature distances to cal-
culate reliable scores. Matching process was converted to a
minimum cost flow problem which gave an efficient way to
get optimal matching.

For both likelihood ratio and multilayer perceptron, we
use bootstrap technique [2]. In each step of bootstrap,
twenty five persons are randomly selected for training, other
twenty five persons for validation, and remaining sixty per-
sons for testing.

Results for likelihood ratio and multilayer perceptron are
shown in Fig. 4 and Fig. 5. The curve notated ’single_score’
is the ROC for utilization of only one template. The curve
notated 'two_scores’is for two matching scores fusion as in
Eq. 2. The curve for minutiae-based matching state model
is notated as 'minutiae-based’. As it was expected, the per-
formance of fusion two scores is much better than using
one score. The minutiae-base matching state model im-
proved the performance further. The equal error rates (EER)
are shown in Table 1 and Table 2 with mean and standard
derivation from one hundred bootstrap steps. Since the pur-
pose of this paper is to compare fusion two scores with and
without minutiae-based model, the EER for single score is
not shown here. Result show that using minutiae-based
matching state model in both likelihood ratio and multi-
layer perceptron performs better than just using raw match-
ing scores.

The additional computational complexity compared to
system using raw scores can be acceptable, since match-
ing pairs are generated at the time of score calculation. The
only additional time is to compare the three matched minu-
tiae sets to get frequencies for each case in Fig. 2.

6. Conclusions

In this paper, we have proposed a minutiae-based match-
ing state model in multi-sample fingerprint systems. In
minutiae-based fingerprint systems, scores are generated by
using matched minutiae in two matching fingerprints. In the
case of multiple input samples, the minutiae matched in test
templates and the enrolled template should be consistent.
We have analyzed four cases where test templates are from
the same finger and concluded that the first case in Fig. 2(a)
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EER(%) || two scores matching state model
dbl 0.349 + 0.058 | 0.145 £ 0.040
db2 0.344 + 0.071 | 0.329 + 0.041
db3 3.300 £ 0.380 | 3.057 £ 0.247
db4 2.044 + 0.248 | 1.803 + 0.227

Table 1. Equal error rate for FVC2002 datasets using likelihood
ratio

EER(%) || two scores matching state model
dbl 0.254 +0.074 | 0.197 £ 0.059

db2 0.233 £0.099 | 0.227 +£0.097

db3 2.998 + 0.620 | 2.770 £ 0.568

db4 2.079 +0.283 | 1.56 +£0.324

Table 2. Equal error rate for FVC2002 datasets using multilayer
perceptron

and the fourth case in Fig. 2(d) might useful to improve the
performance in addition to raw matching scores.

We have used both likelihood ratio and multilayer per-
ceptron based on FVC2002 dataset. Experimental results
show that utilization of proposed minutiae-based matching
state model can get better performance than using only raw
matching scores.

The minutiae-based matching state model can be ex-
tended to be used in scenarios where more than two test
or enrolled templates are used. The cases as in Fig. 2 will
be slightly modified according to that situation. In case one
of more than two test templates is erroneous, it is possible
to find out the erroneous one by using the matching state
model accounting for frequencies of each case in each tem-
plate. These will be left for our future work.
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