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Abstract

A typical gaming scenario involves a player interact-
ing with a game by a specialized input device, such as a
joystic, a mouse, a keyboard etc. Recent technological ad-
vances have enabled the introduction of more elaborated
approaches in which the player is able to interact with the
game using his/her body pose, facial expressions, actions,
even his physiological signals (heart beat rate, encephalo-
gram, skin conductivity etc). The future lies in ‘affective
gaming’, that is games that will be ‘intelligent’ enough not
only to extract the player’s commands by his speech and
gestures but also by his behavioral cues, and his/her emo-
tional states and adjust their game plot accordingly, in or-
der to ensure more realistic and satisfactory gameplay ex-
perience. In this paper, we review the area of affective gam-
ing by describing existing approaches and discussing recent
technological advances. We elaborate on different sources
of affect information and summarize the existing commer-
cial affective gaming applications. We proceed with outlin-
ing some of the most important problems that have to be
tackled in order to create more realistic and efficient inter-
actions between players and games and conclude by high-
lighting the challenges such systems must overcome.

1. Introduction
Affective gaming refers to the new generation of games

in which the players’ behavior directly affects the game ob-

jectives and gameplay. The emotional state and actions of

a player can be recognized and used in order to alter the

gameplot and offer an increased user experience feeling. In

other words, the emotions and actions of a player are of

extreme importance, as the behavioral cues extracted from

them will define the way the game will progress.

Initial approaches on the field of affective gaming fo-

cused on processing the physiological cues of a player in

order to correlate them with certain behavioral patterns that

would assist in making the player-game interaction more

realistic. To achieve that several physiological signals were

employed, such as heart beat rate, skin conductivity etc, us-

ing obtrusive devices. The use of brain signals also defined

a field on its own, leading in the creation of Brain Com-

puter Interface (BCI) systems. The most recent approaches

tried to create wearable systems that were built of portable

devices/personal computers and thus eliminated the effect

of sensors as they provided the player with extra degrees

of freedom. However, the main problem with employing

specialized sensors to extract behavioral cues is that they

greatly affect the immersion of the player in the game. Even

with sensors that are relatively easy to use, such as skin con-

ductivity sensors, the player’s actions are constrained by the

space limitations of each sensor. This is of great importance

as it usually leads the player to exhibit unusual behavioral

patterns often attributed to the effect (even subconscious

one) that the presence of a sensor has. Recent technolog-

ical advances have opened new avenues towards more real-

istic human-machine interaction systems, thus enabling the

introduction of games in which the player is not only able

to control the game but also can control the gameplot and

gameplay experience without using an input device, just by

freely acting on his/her will. By providing such a real time

and robust solution to the tracking problem, the shift has

been now shifted towards affective gaming scenarios. In

this paper we will review the area of affective gaming. More

precisely, we will briefly review the most recent existing ap-
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proaches and discuss the latest technological advances.

The remainder of the paper is organized as follows. We

first present the different sources of affect information, cate-

gorizing them in those that involve vision based techniques

(Section 2.1), Brain Computer Interface systems (Section

2.2) and those that employ specialized sensors (Section 2.3).

We summarize the existing affecting gaming commercial

applications in Section 2.3.5. We discuss the challenges

that affecting gaming systems must overcome (Section 2.4)

and draw our conclusions in Section 3.

2. Sources of Affect Information
2.1. Vision-based

In this Section we will review existing methods that ex-

tract affect information using vision-based techniques. This

includes unobtrusive methods that do not limit the freedom

of the player, allowing him/her to freely act on his/her will.

These methods mainly attempt facial expression and body

action recognition, as those are behavioral cues that can be

easily obtained using, in most cases, low cost cameras.

2.1.1 Facial expressions

Affect recognition systems that exploit facial expression in-

formation in reality recognize the visual manifestation of a

person’s emotion. This is of great importance as facial ex-

pressions are better communicated than body actions [13].

The recognition of the actual emotion a person remains a

non trivial task, as the person can deliberately try to com-

municate an emotional signal. The existing systems try to

associate the facial appearance with a predefined set of pro-

totypic emotions, whose visual manifestation is universally

accepted, regardless of different cultural and geographical

variations. Several problems remain to be tackled in order to

achieve satisfactory facial expressions recognition, among

which scale and resolution issues, illumination changes,

pose variations and of course the way each person commu-

nicates his/her emotions through facial expressions. A great

number of methods that attempt facial expression recogni-

tion have been proposed through the years. An interested

reader can refer to [48] and the references within for a brief

introduction on recent advances of facial expressions and

communicated affect. The only approach that directly links

facial expressions to games is that presented in [3].

2.1.2 Body actions

Both sources of information play an important role in com-

municating a player’s affective state. However, facial ex-

pressions are easier to control than body postures when peo-

ple want to hide their emotions [14]. Thus the recognition of

body actions/postures is of profound importance. The small

number of approaches that have been presented towards this

direction, mainly focused on extracting information using

cameras. More precisely, in [49] the authors extracted vi-

sual information of expressive postural features from videos

capturing the behaviour of children playing chess with an

iCat robot, while in [2] the authors employed computer vi-

sion techniques to capture the player’s behavior to adapt the

game and maximize the player enjoyment.

2.2. Brain Computer Interfaces

Brain signals (Electroencephalography (EEG) and the

recently introduced near-infrared spectroscopy (NIRS) and

functional NIRS (fNIRS)) have been extensively used in the

past as a mean for detecting activity from different brain re-

gions associated with different brain functions (affect, per-

ception, imaging, movement etc.). A review of classifica-

tion algorithms for EEG-based brain-computer interfaces

can be found in [36]. For a brief review of BCI systems

for games an interested reader can refer to [41]. In [42] the

authors reviewed BCI research from the viewpoint of games

and games design. In [55] the authors reviewed several ap-

plications of a newly introduced mean of BCI. In [15] the

way Physiological Computing (PC) and BCI may be used

to enhance computer games was discussed. In [46] the au-

thors reviewed BCI systems for virtual reality control. A

research to find out what the differences are between using

actual and imagined movement as modalities in a BCI game

was conducted in [62]. In [6] the authors discussed the con-

sequences of applying knowledge from Human-Computer

Interaction (HCI) to the design of BCI for games.

2.2.1 EEG BCI

Electroencephalography (EEG) measures voltage fluctua-

tions resulting from ionic current flows within the neurons

of the brain. To achieve that it employs a number of elec-

trodes placed on the scalp, measuring electrical activity.

The vast majority of methods proposed for BCI systems

employed EEG signals. In [29] the authors presented an

independent non-invasive EEG-based online-BCI as well as

setups where the user was provided with intuitive control

strategies in plausible gaming applications that use biofeed-

back. In [8] the authors presented a work that aimed at as-

sessing human emotions using peripheral as well as EEG

physiological signals. In [35] the authors experimented with

ten naive subjects to train them in a synchronous paradigm

within three sessions to navigate freely through a virtual

apartment, whereby at every junction the subjects could de-

cide by their own, how they wanted to explore the virtual

environment (VE). In [5] some examples of monitoring of

mental states and decoding of covert user state and dis-

cussed distinct methodological improvements required to

bring non-medical applications of BCI technology to a di-

versity of layperson target groups, e.g., ease of use, minimal
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training, general usability, short control latencies were pre-

sented. In [59] brain imaging was used to passively sense

and model the users state as they perform their tasks.

Some of the approaches followed examined the so called

steady-state visual evoked potentials (SSVEPs) (signals that

are natural responses to visual stimulation at specific fre-

quencies, usually observed in retina changes) or on steady-

state somatosensory evoked potentials (SSSEPs) (electrical

potential recorded from the nervous system of a human or

other animal following presentation of a stimulus). In [39]

the authors developed the Bacteria Hunt game, using Steady

State Visually Evoked Potential and relative alpha power.

In [67] the authors presented an independent BCI interface

system based on covert non-spatial visual selective attention

of two superimposed illusory surfaces.

Other means of feature extraction used in BCI systems

involved eyetracking, head pointing devices and question-

naires provided to the players. In [44] the authors created a

simple BCI game which they evaluated with fifteen subjects

using the Game Experience Questionnaire (GEQ).

2.2.2 NIRS and fNIRS

Emerging BCI systems use infrared spectroscopy (the spec-

troscopy that deals with the infrared region of the electro-

magnetic spectrum, that is light with a longer wavelength

and lower frequency than visible light) in order to extract

features. Only two approaches reported utilize the use of

infrared spectroscopy so far. More precisely, in [22] the

authors hypothesized that the overall mental workload re-

quired to perform a task using a computer system was com-

posed of a portion attributable to the difficulty of the un-

derlying task plus a portion attributable to the complexity

of operating the user interface, while in [18] the authors

described the fNIRS device that measures blood oxygena-

tion levels in the brain and discussed its potential within the

realm of human-computer interaction. More recently, func-

tional near-infrared spectroscopy (fNIRS) was used as a

brain activity measurement in BCI systems. More precisely,

in [20] the authors tried to distinguish between different lev-

els of game difficulty using non-invasive brain activity mea-

surement with fNIRS. In [50] the authors applied fNIRS to

the human forehead to distinguish different levels of men-

tal workload on the basis of hemodynamic changes occur-

ring in the prefrontal cortex. In [58] the authors empirically

examined whether typical human behavior (e.g. head and

facial movement) or computer interaction (e.g. key-board

and mouse usage) interfere with brain measurement using

fNIRS and established which physical behaviors inherent

in computer usage interfere with accurate fNIRS sensing

of cognitive state information, which can be corrected in

data analysis, and which are acceptable. In [18] the authors

described the fNIRS device that measures blood oxygena-

tion levels in the brain and discussed its potential within the

realm of human-computer interaction (HCI). In [19] a soft-

ware system was developed that allowed for real time brain

signal analysis and machine learning classification of affec-

tive and workload states measured with fNIRS.

2.2.3 BCI Games

Several of the attempts followed created BCI games or

adapted existing games to their proposed BCI framework

to illustrate their findings. A brief review can be found in

[32]. In [34] the authors showed that ten naive subjects can

be trained in a synchronous paradigm within three sessions

to navigate freely through a virtual apartment, whereby at

every junction the subjects could decide by their own, how

they wanted to explore the virtual environment (VE). In [17]

the authors created a BCI to be used as an input device to

a highly immersive virtual reality CAVE-like system. In

[1] Brainball was presented, a game and a research project

on methods of human-machine interaction using brain ac-

tivity. In [33] the authors developed a game in which a

tetraplegic subject mastered control of his wheelchairs sim-

ulated movements along a virtual street populated with 15

virtual characters. In [61] the authors employed SSVEP

brain signals as a virtual joystick to navigate 3D immer-

sive VE. In [37] the authors made an evaluation of a self-

paced BCI application conducted with 21 naive subjects.

The developed game was inspired by a sequence in Star

Wars. In [43] the authors presented a part of the BrainGain

focusing on BCI research for healthy users. In [11] the au-

thors presented a haptic-enabled version of the Second Life

Client [31], supporting major haptic devices. In [54] a 3-

dimensional game for developing balanced brain wave was

implemented. In [12] the authors used a P300 based BCI

in a fully immersive VE and proposed two ways of embed-

ding the stimuli in the virtual environment: one that uses 3D

objects as targets, and a second that uses a virtual overlay.

2.2.4 Haptics

Another mean widely used in affective gaming scenarios

is haptic technology. Haptics are devices that exploit the

sense of touch by applying forces, vibrations, or motions

to the user in order assist in the creation of virtual objects

in a computer simulation, to control such virtual objects,

and to enhance the remote control of machines and devices.

The use of haptics has been noticeably increased during the

last decade. In [45] the authors introduced a haptic inter-

face for brick games. In [7] the authors discussed a mul-

tipurpose system that was suitable for especially blind and

deafblind people playing chess or other board games over

a network, therefore reducing their disability barrier. In

[30] the authors created a multi-touch panel by using multi-

touch technology in order to construct a suitable game in-
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terface and apply it to a game. In [64] the authors created a

system model that helped dental students memorize funda-

mental knowledge as well as the processes and techniques

in dental casting. In [63] the authors measured playabil-

ity of mobile games by comparing two different types of

haptic interfaces, namely hard and soft keypad, for mobile

gaming. In [24] the authors enhanced the open source Sec-

ond Life viewer client in order to facilitate the communi-

cations of emotional feedbacks such as human touch, en-

couraging pat and comforting hug to the participating users

through real-world haptic stimulation. In [56] the authors

presented a haptic system for hand rehabilitation, that com-

bined robotics and interactive virtual reality to facilitate

repetitive performance of task specific exercises for patients

recovering from neurological motor deficits. In [60] the au-

thors reviewed the history of input methods used for video

games, in particular previous attempts at introducing alter-

native input methods and how successful they have been. In

[57] the author presented a set of recommendations for the

more efficient use of haptic technology in computer interac-

tion techniques for visually impaired people and those with

physical disabilities. In [38] the authors proposed a situated

communication environment designed to foster an immer-

sive experience for the visually and hearing impaired.

2.3. Physiological measurements

Most of the approaches followed in the past involve us-

ing specialized sensors, mainly physiological and neurolog-

ical, aiming at extracting behavioral cues. The devices that

have been employed can be distinguished in two categories:

those that measure human signals that are captured by sen-

sors that require the player’s full collaboration and those

that measure human signals that are easier to obtain and re-

sult in more player-friendly scenarios.

2.3.1 Sensors

Brain - Scalp: Includes devices that record measurements

from the head. Their advantages lie in providing high pre-

cision and good time resolution, while being relatively easy

to use. They are silent, thus enabling easy auditory process-

ing and quite affordable due to their wide spread worldwide.

On the other hand, their use introduces artifacts and noise,

since the recordings are deeply affected by the presence of

motion. Moreover, they offer low spatial resolution.

Magnetoencephalography (MEG): measures the brain ac-

tivity by recording magnetic fields produced by electrical

currents occurring naturally in the brain.

Rheoencephalograph (REG) (or brain blood flow biofeed-

back): measures the blood flow by employing electrodes

attached to certain points on the head. To this end it re-

gards the electrical conductivity of the tissues of structures

located between the electrodes.

Hemoencephalography: measures the differences in the

light reflected back through the scalp based on the relative

amount of oxygenated and unoxygenated blood in the brain.

Heart - Blood: Includes devices that record measurements

taken from the heart. Their advantages lie mainly in their

easy use, their inexpensive hardware and the salient and es-

tablished measures they employ. On the other hand, their

use is intrusive and greatly affected by physical activity.

Moreover, their analysis is quite complex.

Electrocardiography (ECG or EKG): measures the electri-

cal activity of the heart over a period of time, by processing

electrical impulses acquired from electrodes attached to the

outer surface of the skin (across the thorax or chest).

Photoplethysmograph (PPG): measures the blood flow em-

ploying a band to the fingers or to the temple to monitor the

temporal artery.

Respiration:Includes devices record measurements

taken from the respiratory system. Their main advantage

lies in providing quantitive assessments of flows, from

which respiratory rate can be derived. On the other hand,

their use is intrusive as they require the user’s collabora-

tion.

Respiratory rate devices (Vf, Rf or RR): measure the

number of breaths over a period of time. Pneumograph

(or respiratory strain device): measures the expan-

sion/contraction of the chest and abdomen as well as

respiration rate by employing a flexible sensor band around

the chest, abdomen or both.

Capnometer (or capnograph): measures the partial pressure

of carbon dioxide in expired air at the end of expiration,

exhaled through the nostril into a latex tube.

Skin:Includes devices that record measurements taken

from sensors attached to the skin in order to extract

physiological cues. Their main advantage is that they are

very simple and easy to use and interpret. They are less

intrusive when compared to other devices that measure

physiological cues and their cost is significantly lower. On

the other hand they are easily influenced by environmental

factors, such as temperature, presence of motion, etc. They

are also greatly affected by noise and large variations in

baseline and responsivity are observed.

Electrodermograph (EDG): measures the skin electrical

activity directly (skin conductance and skin potential) and

indirectly (skin resistance) by employing electrodes placed

over at hand and wrist.

Galvanic skin response (GSR)): (also known as electroder-

mal response (EDR), psychogalvanic reflex (PGR), skin

conductance response (SCR) or skin conductance level

(SCL)), measures the electrical conductance of the skin,

primarily depending on its moisture level.

Thermometers: measure the body temperature.

Muscles:Includes devices that record measurements from

sensors attached to the muscles. Their main advantage
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is that their signals are easy to analyse and interpret.

Moreover, they are sensitive enough for more challenging

cases, such as facial expressions. On the other hand

they are expensive and intrusive, as they interfere with

muscle groups. Thus it is rather difficult to acquire natural

measurements.

Foot Switches: measure the pressure under foot. They are

sensitive enough to discern tactile activity and indicate heel

strike and toe-off events. The recording device is in the

form of electrodes attached to the feet.

Goniometers: measure finger, leg and arm joint angles. The

recording device is in the form of electrodes attached to the

equivalent body part.

Electromyograph (EMG): measures muscle contraction

created due to underlying skeletal muscles activity by

employing surface electrodes.

Facial Electromyography (fEMG): measures the facial

muscle activity (primarily of the corrugator supercilli and

zygomaticus muscles) by processing the electrical impulses

generated when muscles contract.

2.3.2 Motion capture systems

Motion capture systems have been also widely used to ex-

tract the human body joints information. Most often they

consist of markers strategically placed on the joints of a per-

son. These markers operate by reflecting the light emitted

by a light source thus making their tracking a very easy pro-

cedure. In [65] the author investigated the impact of adap-

tivity on the physiological state and the expressed emotional

preferences of users. In [51] the authors tried to recognize

the affective states of players from non-acted, non-repeated

body movements in the context of a video game scenario.

In [28], [53] the authors attempted recognition of affective

states and affective dimensions from non-acted body pos-

tures instead of acted postures. Recent developed systems

operate without attaching markers on the subject’s body but

by employing optical motion tracking. Motion capture sys-

tems offer a real time solution to the problem of point track-

ing by extracting accurate information that is relatively easy

to process. However, they are obtrusive methods of extract-

ing affect information, as they require (in most cases) the

user to be limited by the use of markers.

2.3.3 Wearable games

Wearable games employ specialized devices incorporating

computer and advanced electronic technologies. During the

last decade, wearable devices have greatly attracted the in-

terest of game researchers/developers. In [21] the authors

conducted an initial experiment with inexpensive body-

worn gyroscopes and acceleration sensors for the Chum

Kiu motion sequence in Wing Chun. In [9] the authors de-

scribed the efforts on designing games for wearable com-

puting technology taken by the 23 students of the project

Physical Environment Games. In [4] the authors used a

Global Positioning System (GPS) device to extract the co-

ordinates of the players position and create a game that ex-

plorer the ability of one player competing with the others.

2.3.4 Psychophysiological measurements

A brief review of the mainly used psychophysiological mea-

surements can be found in [25]. An interested reader can

refer to [16] regarding the use of psychophysiology to com-

municate the psychological state of the user to an adaptive

system. In [66] the authors employed blood volume pulse

(BVP) and skin conductance (SC) signals, as well as kids’

expressed preferences of how much fun particular game

variants were in order to create models of affective state of

entertainment (‘fun’) based on the kids physiological state

during physical game play. In [47] the authors studied the

neural processing of emotion-denoting words based on a

circumplex model of affect, thus allowing the description

of all emotions as a linear combination of two neurophys-

iological dimensions, valence and arousal. In [40] the au-

thors explored game designs to find which work best with

different input technologies, either using direct or indirect

methods. More precisely, they discussed gaze interaction

with an eye tracker, electromyography, GSR, electrocardio-

graphy, strain sensors, temperature sensors and electroen-

cephalography and developed an affective input game that

employed a console to acquire the above mentioned phys-

iological measures. More recently, the authors in [27, 26]

investigated the contribution of body configuration (form)

in the automatic recognition of non-acted affective dynamic

expressions in a video game context. Another approach by

the same authors [52] attempted the recognition of the af-

fective states of players from non-acted, non-repeated body

movements in the context of a video game scenario.

2.3.5 Existing commercial games

The commercial affective games that have been developed

are the following:

Bionic Breakthrough (1983), a bounce the ball into a brick

wall game. The player wears a headband on his head whose

sensors are supposed to pick up any facial movements or

muscle twitches, in order to control the movements of the

paddle and use is as input instead of an ordinary joystick.

Missile Command (1980), in which the player has to de-

stroy moving targets. The heart beat rate of a player is mea-

sured and used to change the nature of the game challenge

to keep engagement within an optimum range.

Oshiete Your Heart (1997), a Japanese dating game. The

heart beat rate and sweat level of a player is measured to
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influence the outcome of a date.

Brainball (2003)[23], in which the player’s relaxation sta-

tus, measured using EEG, moves a physical ball across a

table between two opponents. The player who is more re-

laxed wins.

Left 4 Dead 2 (2008) [10], a first person shooter video game.

The player’s stress level, measured as the electric response

of the player’s skin, determines the pace the game

2.4. Affective gaming challenges

Several issues have to be tackled in affective gaming sce-

narios in order to achieve a realistic interaction of the player

with the game. First, real-time detection of a player and

of his/her body parts has to be achieved. The problem of

recognizing his/her actions and emotions has been widely

studied in the past, but involving a set of predefined classes.

Therefore, the introduction of spontaneity, as the player

may express himself/herself in any way that he/she wishes,

constitutes an extra challenge. Regarding groups of play-

ers, several extra challenges exist, like several occlusions

due to space limitations but also to the presence of many

people in the same space. The free interaction among the

players and the way that affects their subsequent emotions

and states is also a novel field of research. After having ef-

ficiently recognized the emotional state of each individual

player within an action context as performed in the single-

player game scenario, the next step is to study the players

as members of a social group, that is to identify the way

each player interacts with each other and also to identify

relationships built within this interaction framework. For

example, do a player’s actions reveal a friendly/aggressive

mood towards the other players? Can we use the player’s

actions to predict subsequent actions? When it comes to

the whole group, do players choose a leader, even subcon-

sciously, whom they tend to mimic? Are cohesion (i.e. ten-

dency of people to form groups) relationships formed? How

are all of the aforementioned interactions and relationships

developed in time? Can we exploit the information their

dynamics have to offer?

Summarizing, affective gaming scenarios involve many

interdisciplinary fields. Besides the obvious computer vi-

sion techniques that have to be employed to extract behav-

ioral cues, input from psychologists has to be provided in

order to properly define the scenario under examination in

terms of emotions and personality traits. Which is the role

that the expressed emotions play in the overall gameplay

experience? How realistic should the expressed emotions

be in order to maintain player engagement? What are the

possible interactions and the relationships among the play-

ers? Which modalities (speech, gestures, facial expres-

sions) should be used and to which should the game em-

phasize? How should the gameplay be adopted to the play-

ers affective states? The challenging nature of the proposed

scenarios regarding behavior understanding, in combination

with the lack of available datasets, constitutes the proposed

research a novel field, even for psychologists.

3. Conclusions
The existing games scenarios seem to have undergone

a major transformation through the past five years, due to

the recent technological advances that allow for robust, sen-

sorless and real-time interaction of the players with the

game. The interest of the scientific community has thus

been shifted towards affective gaming during the last few

years, as the incorporation of affect recognition in games

scenarios allowed for a more realistic gameplay experience

for the players. In this paper we elaborated on the existing

approaches regarding affective gaming and discussed the re-

cent technological advances that progressed the field. We

reviewed the different sources of acquiring affect informa-

tion and presented the existing commercial affective gaming

applications. Last, we discussed about the challenges that

affective gaming scenarios have to tackle in order to achieve

a more realistic gameplay experience.
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