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Abstract

Humans show emotion through different channels such
as facial expression, head poses, gaze patterns, bodily ges-
tures, and speech prosody, but also through physiological
signals such as skin color changes. The concentration le-
vels of hemoglobin and blood oxygenation under the skin
vary due to changes in a person’s emotional and physical
state; this produces subtle changes in the hue and saturation
components of their skin color. In this paper, we present an
evaluation of facial skin color changes as the only feature to
infer the emotional state of a person. We created a dataset
of spontaneous human emotions with a wide range of hu-
man subjects of different ages and ethnicities. We used three
different types of video clips as stimuli: negative, neutral,
and positive to elicit emotions on subjects. We performed
experiments using various machine learning algorithms in-
cluding decision trees, multinomial logistic regression and
latent-dynamic conditional random field. Our preliminary
results show that facial skin color changes can be used to
infer the emotional state of a person in the valence dimen-
sion with an accuracy of 77.08%.

1. Introduction

Human emotion detection has attracted increasing atten-
tion in the computer vision and machine learning commu-
nities due to many potential applications, including security
and law enforcement, human computer interaction, health
care, and computer graphics. Some researchers have pro-
posed that the reason humans evolved color vision is to de-
tect each others emotional and physical state from subtle
skin color hue changes, which are due to different levels of
hemoglobin and oxygenation under the skin [1} [23]]. Pri-
mates with color vision, including humans, tend to have
bare faces, while colorblind primates tend to have faces cov-
ered with fur. Different levels of hemoglobin and its oxy-
genation generate different skin color hues: colors range
from blue to yellow depending on the levels of hemoglobin,

and green to read depending on oxygenation. Another ex-
ample, when a person experiences embarrassment, the skin
appears more reddish. Skin tones, regardless of ethnic-
ity, reflect light in a similar matter, therefore skin colors
changes are still present and visible. Since human visual
perception is based on red, green and blue color, analyz-
ing RGB images of facial emotional might be useful for de-
tecting emotional states. Furthermore, increasing numbers
of spontaneous human emotion datasets have been created
to explore options for detecting emotional state on human
based on his facial expressions or speech changes. Some
datasets are focused on the geometric aspects of the face
[L8] using exaggerated posed emotion and categorizing the
expressions into six discrete emotions: sadness, happiness,
disgust, anger, fear, and surprise. Other datasets are based
on the spontaneous emotions of subjects unaware of being
recorded by hidden cameras in real-time [[19]]. One dataset
that includes audiovisual data and also was created care-
fully to create natural behavior of the participants is the
SEMAINE dataset [7]. This dataset consists of sessions
where a participant is interacting with a virtual character
that shows a specific stereotyped emotional behavior. In
this study, we created a dataset of spontaneous behavior us-
ing a DSLR camera under controlled lightning conditions.
It includes persons of different ethnicity, age and gender.
We recorded videos of each participant in a resolution of
1920 x 1080 pixels at 30 frames per second.

2. Related Work

Multiple techniques has been used to try to detect emo-
tional states based on skin color changes. Jimenez et al. [4]
developed emotion models based on custom reconstruction
of the non-contact SIAScape system to capture hemoglobin
and melanin distribution on the face. They acquired data
from four subjects, all Caucasian, three males, and a fe-
male, between the ages of 26 and 35 who posed 6 basic
expressions multiple times. The findings reveled that fa-
cial expressions lead to drainage of blood in some areas as
well as different spatial patterns of perfusion. Their emotion
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model was created using local histogram matching from
hemoglobin and melanin distribution. Yamada and Watan-
abe [20l examined different emotions of fear, happi-
ness, and anger, an emotion at a time, based not only on skin
color changes but also on temperature, using a video camera
and a thermal camera. Their subjects were female students
between the ages of 18 and 21. Those students were asked
to watch some movie trailers as stimuli in a dark room un-
der constant light and with their head being held in place.
Initial skin color was used as the baseline to be compared
to a small area on the left cheek. The findings revealed that
subjects showed skin color changes during the experiments.
Later, they synthesized the skin color changes into images
and showed these images to 10 evaluators who found that
the color changes made the human expression richer. Fur-
thermore, Poh et al. [IT]] report experiments to measure
the heart rate remotely in a non invasive way. They used
a basic webcam to record the videos of 12 participants (10
males, 2 females) between the ages of from 18 to 31 years
with varying skin colors (Asians, Africans and Caucasians).
Their experiments were conducted indoors and with a vary-
ing amount of sunlight. Their subjects were seated in front
of a computer while they were recorded by the webcam.
Two kinds of videos were recorded for each participant, one
minute each. During the first video, the participants had
to sit still and stare at the webcam; for the second video
recording, participants could move naturally as if they were
interacting with the computer, but avoiding rapid motions.
For their experiments, they considered the facial regions of
each participant and used independent Component Analy-
sis (ICA) and Fourier transform to remove artifacts. Their
results showed that they were able to measure heart rate us-
ing a simple RGB camera. Additionally, Nagaraj et al. [9]
used hyperspectral cameras to record subjects while placed
in psychologically stressful situations. Their results showed
that hyperspectral imaging may potentially serve as a non-
invasive tool to measure changes in skin color and detect if
a subject is under stress. Their experiments were conducted
indoors, using a hyperspectral camera that collects 30 im-
ages per second with real-time target detection and track-
ing handled by an onboard computer. They used Princi-
pal Component Analysis (PCA) to remove correlation from
the data. Further, Lajevardi and Wu [3], and Sai Pavan
and Rajeswari use a novel technique for facial expres-
sion recognition called tensor perceptual color framework
(TPCF). This method is based on information contained in
color facial images and used for accentuating the facial ex-
pressions. A tensor is considered as a higher order general-
ization of a vector, where the tensor order is the number of
dimensions. The TPCF allows multilinear image analysis
in different color spaces. The color images are represented
as a 3D data array, horizontal, vertical, and color. The color
images represented in different color spaces are unfolded

Figure 1. Experiment setup. The subject was in front of a monitor
and a couple of lamps with light diffuser. The DSLR camera was
mounted just behind the monitor.

to obtain 2D tensors which are used for feature extraction
and classification. A tensor of the color image and a filter
operation is applied to the tensor instead of implementing
the filter for each component of the color image. Their
results demonstrate that color components provide addi-
tional information for robust facial expression recognition.
In addition, experiments using CIELUV color space show
that this color space under varying illumination situations
improves recognition rate for facial images. In addition,
Scherer et al. ([17]) use Automatic nonverbal descriptors
to identify indicators of psychological disorders such as de-
pression, anxiety, and post-traumatic stress disorder. They
created a dataset called Distress Assessment Interview Cor-
pus (DAIC) composed by 167 dyadic interactions between
a confederate interviewer and a paid participant. The be-
havior descriptors they analyzed were vertical head gaze,
vertical eye gaze, smile intensity, and some cues as hands
and legs fidgeting.

3. Approach

Our interest is on exploring the facial skin color as re-
liable feature to determine the emotional state of a person.
The first challenge is to create a dataset of spontaneous fa-
cial expressions of persons of different ages, culture, and
genders. The second one is to determine the feasibility of
the facial skin color as a feature to infer the emotional states
on persons.

3.1. Dataset

We decided to create our own dataset instead of using a
existing dataset to ensure spontaneous emotions recorded in
high resolution and quality. Furthermore, to have video se-
quences with consistency in lighting condition. Our dataset
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was created under a controlled lab setting to ideally cap-
ture the skin color changes that occur at different emotional
states. The subjects’ reactions were recorded with a Canon
EOS T4i DSLR camera in a quiet and isolated room un-
der constant light. All videos were recorded using fixed
parameters: ISO, focal length, and lens aperture. Also, all
videos were recorded at 30 frames per second with a res-
olution of 1920 x 1080 pixels and stored in H.264 format.
The subjects were asked to take a seat in front of a computer
monitor and two lamps supplied constant lighting (see Fig-
ure [I). Throughout the entire process, the subjects were
supervised by out of sight by lab personnel. For captur-
ing the most authentic emotions possible, we created a set
of video clips consisting of short scenes from movies, tele-
vision shows, or homemade videos to be used as stimuli
to elicit positive, negative, or neutral emotion on subjects.
Each video clip lasted 40 seconds. Between video stim-
uli, an additional intertrial video clip with nature peaceful
scenes was shown to help the subjects to relax and go back
to their baseline skin color. After watching each video clip,
subjects were required to answer a short survey to rate their
current emotional state. The survey consisted of a set of ba-
sic and discrete emotion classes (pleasant, unpleasant, dis-
gust, fear, anger, happiness, sadness, excitement, and relax-
ation) on a scale between one and seven, where one was for
a low intensity and seven to a high intensity. Our dataset
contains videos of 56 subjects with ages from 18 to early
40’s, both male and female, and different ethnicities: Cau-
casian, African American, Hispanic, and Asian (see Figure.
[2). We collected 4 videos per stimulus category per sub-
ject. For this first attempt, we excluded subjects wearing
glasses, therefore our experimental subset was of 48 sub-
jects, 23 females and 25 males. We also selected one video
per stimulus for a total of 144 videos to have more tractable
dataset.

3.2. Feature Evaluation

We focused on 3 regions of interest (ROIs) to analyze
the skin color of the face; corresponding to the forehead
and both cheeks. To keep track of the ROIs along the en-
tire video, we used the facial feature detector and tracker
proposed by Saragih et al. [16]. Their tracker is able to
detect and track the location of the eyes, eyebrows, nose,
mouth and face contour as shown in Figure 3] We kept al-
ways the same relative location of the ROIs along the entire
video based on the location of the face components. We
normalized the raw RGB values using the color descriptor
index proposed by Richardson et al. [13]. The indices are
based on a color opponent model where each index repre-
sents how far the color of interest is to the other color com-
ponents. The indices are computed using equations|[I} 2]and
[3]for the red, green and blue indices respectively, where p is
each pixel in a ROI and R, G and B the red, green and blue

Figure 3. Facial features tracker. The green rectangles correspond
the the region of interest were we focus to analyze skin color.

component of each pixel respectively.

RedX (p) = 2pr — Pc — Py (D
GreenX(p) =2p; — Pr — Pi 2)
BlueX(p) = 2pg — Pp — Po 3)

We are interested in evaluating the skin color as a re-
liable feature to infer the emotional state of a person in
the valence dimension. Therefore, we performed a com-
parison of 5 machine learning algorithms to see whether
we can find a similar trend classifying the valence. We
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used Decision Trees (DT), Locally Weighted Regression
(LWR), K-Nearest Neighbors (KNN), Multinomial Logistic
Regression (MLR), and Latent-Dynamic Conditional Ran-
dom Field (LDCRF). DT is an algorithm that uses the infor-
mation entropy of a training dataset to build a classifiers; we
used the Java implementation of the C4.5 algorithm [12].
LWR and KNN are instance based learning algorithms, their
main advantage is a zero training time and ther ability to
learn complex functions. MLR is a variation of the Logis-
tic Regression that uses a ridge estimator [6] for multiclass
problems. LDCREF is an extension to the Conditional Ran-
dom Field (CRF) that can learn the hidden interaction be-
tween features [8]. LDCRF uses hidden state variables to
model the sub-structure of the transitions in a sequence and
also to create a mapping between a sequence of features
and classes. We also performed experiments with different
combination of ROI's to determine what ROI is the most
relevant to the problem.

4. Experimental Setup
4.1. Features

Each video stimulus lasts 40 seconds, but we defined a
sequence of interest (SOI) of 5 seconds that corresponds to
the climax of each video stimulus. We computed a baseline
skin color for each subject from one intertrial video of the
same subject to ensure an emotionless sample. We focused
on 3 regions of the face: the forehead and the right and left
cheeks. For each ROI, we processed each pixel using equa-
tions [T} [2] and [3] and computed the mean value. For each
frame in the SOI, we subtracted the baseline skin color to
compute the change of color. We evaluated the valence of
each subject as a binary and a ternary classification, that is
positive vs. negative emotion, and positive vs. neutral vs.
negative, respectively. We assigned the corresponding label
to each frame in all the sequences. The final dataset had
144 sequences of 5 seconds each. Figures [ and [5]show the
behavior of the 9 indices for 16 seconds for a positive and
negative stimulus respectively. We defined the label of each
SOI using 2 approaches, the first one was using the video
stimulus category and the second was using the survey an-
swered by each subject.

4.2. Methodology

After computing the features for each SOI, we resampled
the frame rate from 30 fps to 3 fps to reduce the noise caused
by the subject movements, and also to reduce the size of the
training data. Since we are interested in determining what
ROI is the most relevant to infer the valence of a person,
we performed experiments with different combinations of
ROI’s. We built a feature vector containing the attributes of
different ROI’s for 7 different combination of ROI’s.

All the experiments were performed using 10-fold cross
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Figure 4. The 9 feature indices along 16 seconds while the subject
is watching a positive video. The values change as the subject
changes her valence from neutral to positive.
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Figure 5. The 9 feature indices along 16 seconds while the subject
is watching a negative video. The values change as the subject
changes his valence from neutral to negative.

validation. For DT and MLR algorithms, we use the WEKA
tool kit [3]]. For KNN and LWR, we use our own implemen-
tation. For KNN we performed tests with different numbers
of neighbors and we found the best result with 7 neighbors.
For LDCREF, we used the hCRF libraryﬂ We validated for
LDCREF the L2-norm regularization parameter with values
of 0.01, 0.1, 0, 10, 100 and 1000. Also, we validated the
number of hidden states to 2, 3 and 4. In the case of LD-
CRE, the training subset inside the 10-fold cross validation
was randomly split in two-thirds for training and one-third
for validation.

5. Results

Since the actual emotion experienced by the subjects is
impossible to determine, we used two different target func-

Ihttp://sourceforge.net/projects/hcrf/
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tions as potential representatives of the ground truth. Our
first target function is the emotion that the video presented
to the subjects was intended to elicit (denoted as stimulus in
the results tables). The second target function is the emo-
tion that the subject reported experiencing while watching
the video according to a survey they filled out immediately
after the experiment (denoted as survey in the results tables).

We performed a comparison between the class labels
predicted and the stimulus and survey classes. Also, the ex-
periments included binary (positive or negative) and ternary
(positive, neutral, or negative) classification.

As we can see in Table[l] the best result for binary clas-
sification was obtained with LDCRF using the survey an-
swers as class label with an accuracy of 77.08%. In terms
of algorithms, LDCRF outperforms the other algorithms
by learning the hidden dynamics between ROI’s and also
by modeling the sub-structure of features sequences, while
MLR also provided very good results. The best overall re-
sults were obtained using FH+LC (forehead and left cheek)
as ROI’s and LDCRF as the learning algorithm for both
stimulus and survey labels.

[ Accuracy(%) | Positive vs. Negative ‘
Stimulus J48 | LWR | KNN | MLR | LDCRF
FH 63.54 | 63.54 | 60.42 | 68.75 66.67
RC 52.08 | 57.29 | 59.38 | 58.33 65.63
LC 62.50 | 62.50 | 60.42 | 62.50 54.17

FH+RC 63.54 | 63.54 | 64.58 | 68.75 70.83
FH+LC 61.46 | 68.75 | 62.50 | 75.00 75.00
RC+LC 58.33 | 57.29 | 56.25 | 58.33 54.17
FH+RC+LC | 66.67 | 67.71 | 68.75 | 68.75 71.88

Survey J48 | LWR | KNN | MLR | LDCRF
FH 68.75 | 65.63 | 65.63 | 67.71 60.42
RC 56.25 | 53.13 | 53.13 | 53.13 61.46
LC 57.29 | 56.25 | 57.29 | 54.17 45.83

FH+RC 64.58 | 62.50 | 58.33 | 67.71 66.67
FH+LC 65.63 | 67.71 | 64.58 | 70.83 77.08
RC+LC 55.21 | 53.13 | 53.13 | 60.42 63.54
FH+RC+LC | 64.58 | 65.63 | 65.63 | 71.88 67.71

Table 1. Results for Positive vs. Negative. Using as class the stim-
ulus and the survey. FH: forehead, RC: right cheek,and LC: left
cheek.

In the case of ternary classification we found a similar
behavior, as shown in Table [2| As expected, the accuracy
is lower than in the binary problem for all combinations of
learning algorithms and ROIs. For most combinations of
ROIs, MLR yields the best performance, while LDCRF is
second.

Regarding the stimulus prediction, the best results are
obtained using MLR and FH+RC+LC, with 57.64% accu-
racy, closely followed by MLR and FH+LC. For the survey
prediction, LDCRF with FH+LC yields the best accuracy,
56.25%.

Similarly as in the binary classification case, we can no-
tice a consistency with the combination of FH+LC as best
combination of ROI’s for the 5 classification algorithms
when the survey label is used.

It seems that the left and right cheek, used independently,
provide a similar performance in the binary and ternary
classification. However, the forehead, as an independently
feature, was better that the left and right cheek alone for the
binary classification, but it has a similar performance for the
ternary classification.

The combination of left and right cheeks seems to have
the same performance as a sole feature, this could be due its
similar concentration of color.

Although the differences in accuracy are small for the
various combinations of ROIs chosen, and more detailed
analyses are necessary to rule out the effects of non-uniform
lighting, the better results obtained when using FH+LC as
opposed to FH+RC could be due to physiological reasons.
There is biological evidence that supports asymmetry in
emotion expression, with the left side of the body being
consistently rated as the more expressive [[14} 2[]. It appears
that the data provided by RC is mostly redundant with FH,
thus FH and FH+RC lead to very similar accuracies, while
LC appears to provide additional information, thus there is a
higher improvement when comparing FH+LC to FH alone.

[ Accuracy(%) | Positive vs. Neutral vs. Negative |
Stimulus J48 LWR | KNN | MLR | LDCRF
FH 47.92 | 33.33 | 3542 | 43.75 43.06
RC 4583 | 31.94 | 3542 | 43.06 43.75
LC 45.83 | 3542 | 34.03 | 50.00 40.97

FH+RC 40.28 | 40.28 | 37.50 | 51.39 43.75
FH+LC 45.83 | 38.89 | 42.36 | 56.25 52.08
RC+LC 42,36 | 32.64 | 36.11 | 42.36 40.97
FH+RC+LC | 45.14 | 39.58 | 44.44 | 57.64 53.47

Survey J48 | LWR | KNN | MLR | LDCRF
FH 41.67 | 44.44 | 40.28 | 50.69 33.33
RC 46.53 | 4236 | 43.75 | 44.44 38.19
LC 38.19 | 47.22 | 42.36 | 47.92 47.92

FH+RC 4792 | 4444 | 4097 | 49.31 42.36
FH+LC 50.00 | 47.22 | 47.22 | 51.39 56.25
RC+LC 44.44 | 43.06 | 43.06 | 47.92 47.92
FH+RC+LC | 45.83 | 45.14 | 42.36 | 46.53 53.47

Table 2. Results for Positive vs. Neutral vs. Negative. Using
as class the stimulus and the survey. FH: forehead, RC: right
cheek,and LC: left cheek.

6. Conclusions

In this paper we presented preliminary results for detec-
tion of the valence emotional state from color changes in
facial skin. We created our own spontaneous human emo-
tion dataset with wide ranges of human subjects of differ-



ent ages and ethnicities. To elicit spontaneous emotions we
used three different type of stimulus video clips: neutral,
negative, and positive. We found that facial skin color is a
reliable feature for detecting the valence of the emotion with
an accuracy of 77.08% for a binary label, and 56.25% for
a ternary label. LDCRF seems to be suitable to recognize
the emotions due to its ability to model the sub-structure
of feature sequences and hidden structure between features.
We evaluated the performance of 3 face regions (forehead,
left cheek and right cheek) and found that the forehead is
more relevant than the cheeks as a sole feature to recog-
nize the valence. However, we found that the best results
were obtained using the combination of the forehead and the
left cheek, which is consistent with research is neuropsy-
chology. In future work we will try to predict labels given
from human raters, which are a better approximation of the
ground truth. Also, more experiments will be performed us-
ing richer color descriptors and alternate color spaces. We
will also experiment with other learning algorithms, partic-
ularly deep recurrent networks, as they have shown to be
effective in similar problems.
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