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Abstract

Dimensionality reduction for vectors in sequences is
challenging since labels are attached to sequences as a w-
hole. This paper presents a model-based dimensionality
reduction method for vector sequences, namely linear se-
quence discriminant analysis (LSDA), which attempts to
find a subspace in which sequences of the same class are
projected together while those of different classes are pro-
jected as far as possible. For each sequence class, an H-
MM is built from states of which statistics are extracted.
Means of these states are linked in order to form a mean
sequence, and the variance of the sequence class is defined
as the sum of all variances of component states. LSDA then
learns a transformation by maximizing the separability be-
tween sequence classes and at the same time minimizing the
within-sequence class scatter. DTW distance between mean
sequences is used to measure the separability between se-
quence classes. We show that the optimization problem can
be approximately transformed into an eigen decomposition
problem. LDA can be seen as a special case of LSDA by
considering non-sequential vectors as sequences of length
one. The effectiveness of the proposed LSDA is demonstrat-
ed on two individual sequence datasets from UCI machine
learning repository as well as two concatenate sequence
datasets: APTI Arabic printed text database and IFN/ENIT
Arabic handwriting database.

1. Introduction

The targets of interest are represented with vector se-
quences in many computer vision and pattern recognition
applications, including speech signal processing [10], on-
line and offline handwriting recognition [3, 16], video anal-
ysis and synthesis of human motion [30]. Many of these ap-
plications focus on supervised learning, and essentially boil
down to a classification problem. Depending on how se-
quences are associated with class labels, vector sequences

can be categorized into two main types: individual vector
sequences and concatenate vector sequences. Each individ-
ual vector sequence corresponds to only one pattern and can
be treated as individual objects, the goal of classification is
to predict a single class label for it. Each concatenate vec-
tor sequence is a concatenation of several individual vector
sequences and no natural notions of segments are available.
The classification task aims to detect all composed patterns
and assign a label to each of them in order.

For both types of sequences, reducing the dimensionality
of the vectors in sequences is necessary to discard irrelevant
information and obtain more robust estimation of parame-
ters from the computational perspective. The goal of dimen-
sionality reduction (DR) for vector sequences in this paper
is to map the high-dimensional vectors in sequences to a
space of fewer dimensions such that discriminative infor-
mation is preserved, resulting in sequences of lower dimen-
sional vectors. The goal is different from that of discrete
Fourier transform (DFT) [7] and discrete Wavelet transfor-
m (DWT) [5] based methods which operate on univariate
time series and aim at reducing the length of the sequences.

Although unsupervised DR techniques such as PCA can
be performed by treating all vectors equally without con-
sidering if they come from the same sequence or not, su-
pervised methods can often achieve better performances.
Various discriminant analysis techniques have been pro-
posed [13, 11, 31], but they can not be directly applied to
vector sequences for two reasons. First, it is hard to define
the statistics such as mean and variance of classes since the
samples are sequences, and second, the supervised informa-
tion is difficult to utilize. Vectors in a sequence can neither
be considered as individual samples with the same class la-
bel because they are not independent and may vary greatly,
nor can they be concatenated to form a long vector since the
lengths of different sequences can be different.

In this paper, we propose a model-based DR method for
both types of vector sequences, namely linear sequence dis-
criminant analysis (LSDA). Statistics of sequences are ob-
tained through model-based approach. An HMM is built for

2013 IEEE International Conference on Computer Vision

1550-5499/13 $31.00 © 2013 IEEE

DOI 10.1109/ICCV.2013.115

889

2013 IEEE International Conference on Computer Vision

1550-5499/13 $31.00 © 2013 IEEE

DOI 10.1109/ICCV.2013.115

889



each sequence class, mean and variance are extracted from
each state of the HMM. These means are linked in order to
form a sequence, which can be considered as the mean se-
quence of the class. Since the whole vector sequences are
attached with class labels, it is hoped that sequences can
be maximally separated into different classes after transfor-
mation of vectors. To achieve this objective, LSDA learns
a linear transformation by maximizing the sum of pairwise
dynamic time warping (DTW) distances at the same time
minimizing the total between-state scatter.

The rest of this paper is organized as follows: Section
2 reviews related work on vector sequence analysis; The
proposed LSDA and extended discussions are presented in
section 3; Experiments and results are reported on individ-
ual sequence datasets and concatenate sequence databases
in section 4 and section 5, respectively; Section 6 draws the
conclusions.

2. Related work

Model-based approaches. Some statistics of vector
sequences can be obtained by a category of approaches
which employ dynamic system models. In these approach-
es [8, 26, 19], a vector sequence is considered as a series of
observations generated by an underlying dynamic system,
and the parameters or properties of the model can be used
as some measures of statistics of the sequence class.

Hidden Markov Model (HMM) is one of the most pop-
ular dynamic system models. Based on HMM, LDA has
been performed in field of speech and handwriting recogni-
tion [10, 4], which consists of two steps: 1) An HMM for
each class is trained to create pseudo state labels of vectors
in training sequences, 2) LDA transform is then estimated
by treating all states of all HMMs as individual classes. Al-
though statistics of sequences classes are well explored, the
label information is not suitable utilized, for states within
the same HMM are not independent and a true label is as-
sociated with the whole state sequence instead of a state.

DR for vector sequences. In [29, 30], DTW was com-
bined with canonical correlation analysis to align multidi-
mensional feature sequences. Although these methods also
perform DR for vectors in sequences, they can only be ap-
plied to multi-modal sequences for alignment and can not
be extended to multi-sequence classes for classification.

Kernels are often exploited in nonlinear DR tech-
niques [27, 9]. In [21], a sequence kernel DR approach
combining spatial, temporal and periodic information is
proposed for time series data, where labels are associated
with the vectors in long time series. The task there is to
predict a class label for each frame, which is different from
that of this paper to detect what patterns occur and the order
of appearance in concatenate vector sequences.

Distance between sequences. For univariate time series
with equal length, it is easy to define such measurements.

For example, 𝐿𝑝 norm is a natural measure of distance, and
auto-correlation can also be used as measure of similari-
ty [25]. For vector sequences with unequal length, dynamic
time warping [20] is the most widely used distance measure.
Given two sequences X = [x1,x2, ⋅ ⋅ ⋅ ,x𝑁𝑥

] ∈ ℝ
𝑑×𝑁𝑥

and Y = [y1,y2, ⋅ ⋅ ⋅ ,y𝑁𝑦
] ∈ ℝ

𝑑×𝑁𝑦 with number of
vectors 𝑁𝑥 and 𝑁𝑦 , respectively, DTW tries to find an op-
timal alignment from all possible sets of correspondences
between vectors, along which the sum of pairwise vector-
to-vector distances is minimized:

min
𝜋𝑥,𝜋𝑦

𝑇∑
𝑡=1

∥∥x𝜋𝑥
𝑡
− y𝜋𝑦

𝑡

∥∥2
(1)

Where 𝑇 is the number of steps needed to align the two
sequences. 𝜋𝑥 = [𝜋𝑥

1 , 𝜋
𝑥
2 , ⋅ ⋅ ⋅ , 𝜋𝑥

𝑇 ]
𝑇 ∈ {1 : 𝑁𝑥}𝑇×1 and

𝜋𝑦 = [𝜋𝑦
1 , 𝜋

𝑦
2 , ⋅ ⋅ ⋅ , 𝜋𝑦

𝑇 ]
𝑇∈ {1 : 𝑁𝑦}𝑇×1 denote the aligned

indexes between vectors in sequence X and Y, respective-
ly. Boundary conditions, continuity and monotonicity con-
straints are attached to 𝜋𝑥 and 𝜋𝑦 . Optimizing (1) can be
efficiently solved by an dynamic programming (DP) algo-
rithm.

3. Linear sequence discriminant analysis

This section presents the proposed LSDA, which consid-
ers the general 𝐶-class classification problem. The diagram
of the overall process is shown in Fig. 1.

3.1. HMM-based Statistics of sequence classes

For individual sequences, each sequence class has a set
of sequence samples for training. Assume that {U𝑖̃

𝑛∣U𝑖̃
𝑛 =

[u𝑖̃
𝑛(1),u

𝑖̃
𝑛(2), ⋅ ⋅ ⋅u𝑖̃

𝑛(𝑃 𝑖̃
𝑛)
]∈ ℝ

𝑑×𝑃 𝑖̃
𝑛 , 𝑛 = 1, ⋅ ⋅ ⋅ , 𝑁𝑖̃} belong

to class 𝑖̃, 𝑖̃ = 1̃, 2̃, ⋅ ⋅ ⋅ , 𝐶. U𝑖̃
𝑛 denote the 𝑛-th sample of

class 𝑖̃, u𝑖̃
𝑛(𝑝) is the its 𝑝-th component vector. The num-

ber in subscript brackets denotes the index of the vector.
𝑃 𝑖̃
𝑛 is the number of vectors in the 𝑛-th sequence sample of

class 𝑖̃. 𝑁𝑖̃is the number of samples of class 𝑖̃. Note that a
tag will always be added above the class label for emphasis
hereinafter.

We build a left-to-right HMM with self-loops for each
sequence class. This topology can represent the evolu-
tion of sequences and is consistent with the constraints of
DTW, which only allows translate to the vector itself or
to the next vector for both sequences in one step. We use
S𝑖̃ = [s𝑖̃[1], s

𝑖̃
[2], ⋅ ⋅ ⋅ s𝑖̃[𝐿𝑖̃]

] to denote the HMM associated

with class 𝑖̃, where 𝐿𝑖̃is the number of states in S𝑖̃, and s𝑖̃[𝑙]
is the 𝑙-th state of S𝑖̃. It should be noted that different mod-
els may have different number of states. Hereinafter the
index of a state in the sequence model will always appears
in square brackets.

As shown in Fig. 1, the sequence sample U𝑖̃
𝑛 of class

𝑖̃ is generated by the corresponding HMM S𝑖̃, with each
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Figure 1. The diagram of the overall process of LSDA.

vector u𝑖̃
𝑛(𝑝) is emitted by a corresponding state s𝑖̃[𝑙], 𝑙 ∈

{1, ⋅ ⋅ ⋅ , 𝐿𝑖̃}. We put vectors in all sequence samples of
class 𝑖̃ aligned to state s𝑖̃[𝑙] of S𝑖̃ into a collection set V𝑖̃

[𝑙] =

{u𝑖̃
𝑛(𝑝)∣U𝑖̃

𝑛 ∈ 𝑖̃,u𝑖̃
𝑛(𝑝) ∈ s𝑖̃[𝑙]}, thus each state is represented

with a set of vectors. Let 𝑁 𝑖̃
[𝑙] denotes the number of vectors

in this set. Statistics can then be extracted from these vec-
tor sets. We calculate mean and variance for each set. Let
m𝑖̃

[𝑙] and Γ𝑖̃
[𝑙] denote the mean and variance of state s𝑖̃[𝑙] in

S𝑖̃, respectively.
The mean vectors {m𝑖̃

[𝑙], 𝑙 = 1, ⋅ ⋅ ⋅ , 𝐿𝑖̃} correspond-

ing to states {s𝑖̃[𝑙], 𝑙 = 1, ⋅ ⋅ ⋅ , 𝐿𝑖̃} of the same class mod-

el S𝑖̃ are linked in order to form a sequence m𝑖̃ =

[m𝑖̃
[1] ,m

𝑖̃
[2], ⋅ ⋅ ⋅ ,m𝑖̃

[𝐿𝑖̃]
], which can be seen as the mean or

template of class 𝑖̃. The variance of sequence class 𝑖̃ is de-
fined as the sum of all component state variances:

Γ𝑖̃ =

𝑀𝑖̃∑
𝑙=1

𝑝𝑖̃[𝑙]Γ
𝑖̃
[𝑙] (2)

𝑝𝑖̃[𝑙] is the priori probability of the l-th state in sequence mod-

el S𝑖̃, which can be estimated as

𝑝𝑖̃[𝑙] = 𝑁 𝑖̃
[𝑙]/

∑
𝑖̃

𝑁 𝑖̃
[𝑙] (3)

For concatenate sequences, it is not clear what vectors
belong to which class. However, to train an HMM for each
class, no pre-segmentation of concatenate sequence into in-
dividual sequences is needed. The strategy is to build an
HMM for each sequence class, and the concatenate level
model is obtained by concatenating the component HMM-
s. By the so-called cross training, HMMs are able to iter-
atively refine the segmentation path by aligning vectors of

frames to their corresponding models and re-estimate the
model parameters. The alignment between vectors and s-
tates of HMMs is obtained as a by-product of this process.
The following extraction of mean sequences and variances
are the same as in the case of individual sequences.

3.2. Objective function and optimization

DR for vector sequences aims at finding a linear
transformation W ∈ ℝ

d×d′
, by which the dimension

𝑑 of original vector u𝑖̃
𝑛(𝑝) ∈ ℝ

𝑑 is reduced to 𝑑′:

y𝑖̃
𝑛(𝑝) = W𝑇u𝑖̃

𝑛(𝑝) ∈ ℝ
𝑑′

. so original sequences

{U𝑖̃
𝑛∣U𝑖̃

𝑛 = [u𝑖̃
𝑛(1),u

𝑖̃
𝑛(2), ⋅ ⋅ ⋅u𝑖̃

𝑛(𝑃 𝑖̃
𝑛)
] ∈ ℝ

𝑑×𝑃 𝑖̃
𝑛 , 𝑛 =

1, ⋅ ⋅ ⋅ , 𝑁𝑖̃, 𝑖̃ = 1̃, ⋅ ⋅ ⋅ , 𝐶} are transformed into {Y𝑖̃
𝑛∣Y𝑖̃

𝑛 =

[y𝑖̃
𝑛(1),y

𝑖̃
𝑛(2), ⋅ ⋅ ⋅y𝑖̃

𝑛(𝑃 𝑖̃
𝑘)
]∈ ℝ

𝑑′×𝑃 𝑖̃
𝑛 , 𝑛 = 1, ⋅ ⋅ ⋅ , 𝑁𝑖̃, 𝑖̃ =

1̃, ⋅ ⋅ ⋅ , 𝐶}.
We hope that sequences of the same class are projected

together while those of different classes are projected as far
as possible. In this vein, LSDA determines a linear trans-
formation by maximizing the Fisher criterion such that the
separability between sequence classes is maximized at the
same time the within-sequence class scatter is minimized.

The sum of pairwise DTW distances between mean
sequences of classes can be considered as a measure of
separability between sequence classes. We define the
transformed mean sequence of class 𝑖̃ as: W𝑇m𝑖̃ =

[W𝑇m𝑖̃
[1] ,W

𝑇m𝑖̃
[2], ⋅ ⋅ ⋅ ,W𝑇m𝑖̃

[𝐿𝑖̃]
]. Γ𝑤 is denoted as the

within-sequence class scatter, which is defined as the aver-
age variance:

Γ𝑤 =

𝐶∑
𝑖̃=1

𝑝𝑖̃Γ𝑖̃ (4)

𝑝𝑖̃ is the priori probability of sequence class 𝑖̃, which can be
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estimated as
𝑝𝑖̃ = 𝑁𝑖̃/

∑
𝑖̃

𝑁𝑖̃ (5)

Thus this intuition can be formalized as:

max
W

(𝑡𝑟(W𝑇Γ𝑤W))−1 (
∑
𝑖̃

∑
𝑗̃

𝐷𝑇𝑊 (W𝑇m𝑖̃,W𝑇m𝑗̃))

𝑠.𝑡. W𝑇W = I𝑑′

(6)
Expanding the DTW distance in (6), then (6) can be

rewritten as:

max
W

(
𝑡𝑟(W𝑇Γ𝑤W)

)−1

×
(∑

𝑖̃

∑
𝑗̃

min
𝜋𝑖̃,𝜋𝑗̃

𝑇∑
𝑡=1

∥∥∥∥W𝑇m𝑖̃
[𝜋𝑖̃

𝑡]
−W𝑇m𝑗̃

[𝜋𝑗̃
𝑡 ]

∥∥∥∥
2
)

⇔ max
W

min
𝜋

(𝑡𝑟(W𝑇Γ𝑤W))−1

×
(∑

𝑖̃

∑
𝑗̃

𝑇∑
𝑡=1

∥∥∥∥W𝑇m𝑖̃
[𝜋𝑖̃

𝑡]
−W𝑇m𝑗̃

[𝜋𝑗̃
𝑡 ]

∥∥∥∥
2
)

It is equivalent to the following matrix form:

max
W

min
Π

(
𝑡𝑟(W𝑇Γ𝑤W)

)−1

×
(∑

𝑖̃

∑
𝑗̃

∥∥∥W𝑇M𝑖̃Π𝑖̃ −W𝑇M𝑗̃Π𝑗̃
∥∥∥2

𝐹𝑟𝑜𝑏

)

=
(
𝑡𝑟(W𝑇Γ𝑤W)

)−1
𝑡𝑟

(
W𝑇B𝑠(Π)W

)
(7)

Where∥ ⋅ ∥𝐹𝑟𝑜𝑏 is the Frobenious norm. Π𝑖̃ ∈
{0, 1}𝐿𝑖̃×𝑇 and Π𝑗̃ ∈ {0, 1}𝐿𝑗̃×𝑇 are binary alignmen-
t indication matrices, whose elements are set as follows:
Π𝑧(𝜋𝑧

𝑡 , 𝑡) = 1, for 𝑡 ∈ {1, ⋅ ⋅ ⋅ , 𝑇} and 0 otherwise,
for 𝑧 = 𝑖̃, 𝑗̃. The functions of indication matrixes are
to replicate the columns of data matrixes associated with
the aligned path, resulting in the 𝑡-th column of the ma-
trixW𝑇M𝑖̃Π𝑖̃−W𝑇M𝑗̃Π𝑗̃ equals the difference between
correspondence vectors at step 𝑡. B𝑠(Π) is defined as:
B𝑠(Π) =

∑
𝑖̃

∑
𝑗̃

B(Π𝑖̃,Π𝑗̃) and B(Π𝑖̃,Π𝑗̃) = (M𝑖̃Π𝑖̃ −

M𝑗̃Π𝑗̃)(M𝑖̃Π𝑖̃ −M𝑗̃Π𝑗̃)𝑇 . B𝑠(Π) depends on the set of
all possible alignment indication matrixes of all sequence
pairs.

It is difficult to directly optimize the non-convex objec-
tive function (7), we optimize the following approximate
problem instead:

max
W

(
𝑡𝑟(W𝑇Γ𝑤W)

)−1
𝑡𝑟

(
W𝑇B𝑠(Π

∗)W
)

(8)

Where Π∗ = {(Π𝑖̃
∗
,Π𝑗̃

∗
), 1 ≤ 𝑖̃ < 𝑗̃ ≤ 𝐶}, and

(Π𝑖̃
∗
,Π𝑗̃

∗
) is the optimal alignment indication matrixes

found by DTW in original space. This approximation can
be seen as a strong pruning, which only keeps the best

aligned path. B𝑠(Π
∗) can be considered as the between

sequence scatter matrix.
Objective function (8) is a trace ratio problem and no

closed-form solution exists. A commonly used solution is
to transform such problems to a simpler but inexact ratio
trace problem:

max
W

𝑡𝑟((W𝑇Γ𝑤W)−1W𝑇B𝑠(Π
∗)W) (9)

This objective function has the same form as LDA. It can
be proved that the columns of W equal the eigenvectors of
Matrix Γ−1

𝑤 B𝑠(Π
∗) corresponding to the 𝑑 largest eigen-

values, thus the optimization problem (9) boils down to an
eigenvalue decomposition problem.

3.3. Relationship with LDA

LDA can be seen as a special case of LSDA by consid-
ering non-sequential vectors as sequences of only one vec-
tor. In this case, an HMM with only one state is trained for
each class, which means that all vectors are aligned to that
state. The mean sequence and variance are essentially the
mean vector and variance of that class. For any two classes,
there is only one possible aligned path between two mean
sequences both contain one vector, so the between-sequence
scatter is actually the between-class scatter defined in LDA.
Thus LSDA degenerates into traditional LDA.

LSDA in turn can be seen as LDA performed on a special
model pseudo-space, where each point represents an HMM
states sequence. The metric in this pseudo-space is DTW
distance instead of Euclid distance and variance is the sum
of variances of all component states. It is not really a metric
space because DTW distance violates the triangle law.

When an HMM with only one state is trained for each
class whose samples are sequences, LSDA degenerates into
the method that views all vectors in a sequence as individual
samples with the same class label.

Those extensions of LDA can also be modified to im-
prove LSDA in a similar way. For example, the covariance
of each state can be attached to the corresponding compo-
nent of the related mean sequence, and the Euclidean dis-
tance can be replaced with the Chernoff distance according
to [13] when calculating the DTW distance to tackle het-
eroscedastic data. Each sequence class can also be divided
into subclasses following the idea of [31] to adapt to various
data distributions.

3.4. Discussion

∙ The model topology is not necessarily fixed as in sec-
tion 3.1. It can be built according to a prior knowledge
and the way to process the data. We further note that
the mean sequence and variance can be extracted by
other generative models, such as cluster generative s-
tatistical dynamic time warping [2].
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∙ The between sequence scatter matrix B𝑠(Π
∗) can be

decomposed as follows:

B𝑠(Π
∗) =

∑
𝑖̃

∑
𝑗̃

B𝑖̃,𝑗̃ =
∑
𝑖̃

∑
𝑗̃

𝑇∑
𝑡=1

B𝑖̃,𝑗̃,𝑡

B𝑖̃,𝑗̃,𝑡 =

(
m𝑖̃

[𝜋𝑖̃
𝑡]
−m𝑗̃

[𝜋𝑗̃
𝑡 ]

)(
m𝑖̃

[𝜋𝑖̃
𝑡]
−m𝑗̃

[𝜋𝑗̃
𝑡 ]

)𝑇

Each B𝑖̃,𝑗̃,𝑡 is spanned by the two mean vectors of the
state pair aligned in the 𝑡-th step of DTW. We can see
that only those state pairs that can reflect the difference
between two sequence models are used to calculate the
matrix B𝑠(Π

∗). The difference of two states from the
same model will not contribute to B𝑠(Π

∗).

∙ The definition of within-class scatter (4) is equivalent
to that of LDA by considering each state as a separate
class. This can be seen by substituting (2), (3) and (5)
to (4) as shown in the following, which is the average
of all within-state variances from all models:

Γ𝑤 =
𝐶∑

𝑘̃=1

𝑝𝑘̃Γ𝑘̃ =
𝐶∑

𝑘̃=1

𝑀𝑖̃∑
𝑙=1

(𝑁 𝑖̃
[𝑙]/

∑
𝑘̃

𝑁𝑘̃)Γ
𝑖̃
[𝑙]

𝑁 𝑖̃
[𝑙]/

∑
𝑘̃

𝑁𝑘̃ is the prior of the 𝑙-th state of class 𝑖̃.

∙ Although HMMs are first trained to obtain statistics,
LSDA is just a dimensionality reduction method and
is irrelevant to the subsequent classifier which is not
limited to HMM. As long as the transformation is ob-
tained, any method can be used to do classification.
For instance, two classifiers, HMM and DTW, are used
as classifiers for individual sequences in section 4. For
concatenate sequences, since both segmentation and
recognition are needed, only HMM is adopted.

∙ The process of HMM training and statistics extrac-
tion is necessary to perform whether LDA or LSDA
for vector sequences. DTW only need to be imple-
mented once for each sequence class pair with respect
to LSDA, the computation cost increases linearly with
the number of states for each HMM. However, since
each state is considered as a class with LDA, addition-
al computation is brought in quadraticly when calcu-
lating the between-state scatter. Thus the computation
cost of LSDA is at least comparable to that of LDA.

4. Experiments on individual sequences

In this section we evaluate the effectiveness of LSDA on
individual sequences. Experiments are carried out on two
individual sequence datasets from the UCI Machine Learn-
ing Repository [17].

Dataset. The Spoken Arabic Digits dataset consists of
8800 vector sequences from ten classes. The vectors in
sequences contain 13 mel-frequency cepstrum coefficients.
44 mails and 44 females native Arabic speakers repeated the
ten digits (from 0 to 9) ten times. The length of sequences
varies from 4 to 93 frames. The High-quality recordings
of Australian sign language signs (HAS) dataset [12] con-
tains 2565 vector sequences of Auslan (Australian Sian
Language) signs captured from a native signer using high-
quality position trackers. There are totally 95 different signs
with 27 samples per sign. The length of sample sequences
varies with an average length of approximately 57 frames,
and 22 attributes were extracted from each frame.

Experimental setup. For the Spoken Arabic Digit-
s dataset, the data has already been divided into a train-
ing set of 6600 samples with 660 samples per class and a
test set of 2200 samples with 220 samples per class. Ex-
periments were carried out following this partition. For
the HAS dataset, we divided it into five subsets, of which
four were used for training and the remaining one for test.
Experiments were carried out on such fivefold validation.
For both datasets, we compared the proposed LSDA to t-
wo baselines: unsupervised PCA and supervised LDA by
considering each state as individual classes as introduced in
section 2 (denoted as state-LDA).

Classification in the transformed subspace was per-
formed by two classifiers: DTW and HMM. For DTW, pair-
wise DTW distances are calculated within the same class,
and the sample which has the minimum distance with al-
l other samples is selected as the template of the class. A
new test sequence is matched to templates of all classes,
and the class of the template with the highest similarity is
determined as the label of the sequence. For HMM, an HM-
M is built for each sequence class. The likelihood of a new
sequence is estimated by each HMM, and the class related
to the HMM with the highest score is assigned as the label.
HTK [28] was used to perform training and decoding.

Results. Fig. 2(a) shows the recognition rate (RR) of
the three methods by using the two classifiers. Fig. 2(b)
and 2(c) show the RR of 5 splits obtained by the HMM and
DTW classifiers as a function of the dimensionality, respec-
tively. The dimension of vectors was reduced to all pos-
sible odd numbers. A primary HMM with 4 states and a
mixture of 5 Gaussian densities for each state was built to
obtain statistics. HMMs for classification in the subspace
had the same topology with primary HMMs. It can be ob-
served on the three figures that supervised LSDA and state-
LDA outperform unsupervised PCA on all these dimension-
s. The variances of performances by LSDA and state-LDA
are comparable, but the proposed LSDA generally outper-
forms state-LDA on most dimensions. For both classifiers,
the best results obtained by LSDA among these dimensions
are also better than those by state-LDA on both datasets.
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Figure 2. Recognition rate on individual sequence datasets. (a) Performance by HMM and DTW on the ”Spoken Arabic Digits” dataset;
(b) performance of 5 splits by HMM on the HAS dataset; (c) performance of 5 splits by DTW on the HAS dataset.

5. Experiments on concatenate sequences

5.1. APTI Arabic printed text database

Dataset. APTI [23] is a synthetic Arabic printed text im-
age database which contains more than 45 million Arabic
words from a lexicon of 113,284 different words. The im-
ages are synthetically created in low resolution. In our ex-
periments, we use parts of APTI database with font ”Arabic
Transparent”, style ”Plain” and size ”24” . 5 sets are avail-
able for these parts, 75,750 images belonging to set 1 to 4
were used for training and set 5 of additional 18,868 images
was used for test.

Feature extraction. Each word image was rescaled to
30 rows in height, while the aspect ratio was maintained.
A window was slid on the image from right to left follow-
ing the Arabic writing direction and a feature vector was
extracted within each window. Thus the image was repre-
sented by a vector sequence. The width of the window was
set to be 10, and the movement was set to be 1. In each
window, the vertical repositioning technology [1] was used
to deal with vertical distortion and a set of 79 features was
extracted using the method proposed in [24]. The feature
set was a combination of log-space distribution features and
several other baseline-independent features.

Training and recognition. We built an HMM for every
character. Each character model had a right to left topology
with self-loops and one state skipping transitions permitted,
which was shared by HMMs for both alignment and classi-
fication. There were 120 models in total to model different
shapes of characters as well as additional marks. The char-
acter model grouping method [22] was adopted to merge
similar visual glyphs. 65 character models remained after
grouping. The dimension of features was reduced to from
10 to 50 with interval of 5, respectively. Then the HMM-
based training and lexicon-free recognition were performed
with 4 states for each character model and a mixture of 3
Gaussians per state. No language model was used.

Results. Table 1 shows the performance of the PCA,

state-LDA and LSDA. Two performance measures were
calculated: the word recognition rate and the character ac-
curacy rate. The word recognition rate is the percentile of
completely recognized words, which means all componen-
t characters and their order are correctly recognized. The
character accuracy rate is calculated as follows: the to-
tal number of labels in reference transcriptions minus the
substitution errors, deletion errors and insertion errors, and
then divided by the total number of character labels. The
best performances of the three measures with correspond-
ing dimensions are shown in the Best column of these ta-
bles. From these results, we can see that in most reduced
dimensions, LSDA outperforms state-LDA and PCA. On
these two measures, the best results achieved by LSDA are
better than those by state-LDA and PCA.

5.2. IFN/ENIT Arabic handwriting database

Dataset. The public part of the IFN/ENIT benchmark
database (v2.0ple) [18] is divided into five sets labeled
from a to e, with the numbers of binary word images in
each set are 6537, 6710, 6477, 6735 and 6033, respective-
ly. The total 32492 words from a lexicon of 937 Tunisian
town/village names are written by more than 1000 writers.

Feature extraction. The same feature extraction method
as in the APTI database was applied here with differen-
t parameters. Each word image was rescaled to 80 rows
in height.The width of the window was set to be 30, and
the movement each time was set to be 2. A set of 103 fea-
tures was extracted in each window which is different from
that in APTI database since the dimensionality of features
is window-size dependent.

Training and recognition. The same HMM-based train-
ing and recognition strategy as in APTI database was ap-
plied again with different topologies. The state number
adaptation technique [1] was adopted to deal with the signif-
icantly different average lengths and structural complexities
of different characters. The number of states after adapta-
tion was set to be the average segment length multiplied
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Dim(d) 10 15 20 25 30 35 40 45 50 Best

PCA 69.53 76.05 77.99 77.09 77.81 78.04 76.43 74.37 75.13 78.04 (35)
state-LDA 77.64 82.56 82.69 82.55 82.25 81.66 82.62 83.91 82.97 83.91 (45)
LSDA 80.66 79.98 83.02 82.04 81.06 84.30 83.08 85.05 80.20 85.05 (45)

(a) % Word correct rate

Dim(d) 10 15 20 25 30 35 40 45 50 Best

PCA 93.20 94.98 95.32 95.20 95.32 95.17 94.82 94.50 94.55 95.32 (20,30)
state-LDA 95.37 96.55 96.64 96.65 96.54 96.46 96.62 96.78 96.61 96.78 (45)
LSDA 96.07 96.03 96.68 96.48 96.29 96.85 96.61 96.95 96.09 96.95 (45)

(b) % Character accuracy rate

Table 1. (a) Word recognition rate and (b) character accuracy rate on APTI database with font ”Arabic Transparent”, style ”Plain” and size
”24”.
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Figure 3. Word recognition rate on (a) test set d and (b) test set e
of the IFN/ENIT database.

by an alignment factor. Preliminary HMMs for obtaining
statistics and final HMMs for lexicon-driven recognition
shared the same topology with various numbers of states
and 5 Gaussian densities per state.

Performance Comparison with Different dimension-
ality reduction Methods. A sub-set of 66 features from
the total 103 features were used to reduce the scale of the
problem and accelerate the recognition speed by removing
all concavity, structure and point features and following a
rough zoning division, since the experimental setup aims to
evaluate the relative performances of different dimensional-
ity reduction methods. The total 178 character models were
grouped into 98 models, and the number of states after adap-
tation was set to 0.2 times the average segment length.

Fig. 3 shows the word recognition rate on test set d and
test set e by using set abc of the IFN/ENIT database as train-
ing sets. It is observed again that on most dimensions LSDA
archieves better results and the best results are obtained by
LSDA on both test sets.

Results Compared with Other Arabic Handwritten
Recognition Systems. In this subsection we compare
the results with some advanced systems. All the 103-
dimensional features were used and no character models
were grouped. The state labels of vectors were generated by
preliminary HMMs trained with the original features, and
then the dimension of features were reduced to 30. The fac-

Systems
%WRR training set-test set
abc-d abc-e abcd-e

RWTH OCR [6] 96.53 —-𝑎 92.74
UPV PRHLT [1] 95.3 —- 93.9
LSDA+HMM 97.18 93.47 93.97

Table 2. Comparison of several advanced Arabic handwriting
recognition systems on the IFN/ENIT dataset. 𝑎’—’ denotes no
results reported on that partition.

tor in the state number adaptation technique was set to be
0.7. The final HMMs were trained with various numbers of
states and 5 Gaussian densities per state to perform recog-
nition on the commonly used partitions abc-de and abcd-e
of the IFN/ENIT dataset.

The word recognition rates of our method together with
two Arabic handwriting systems are shown in table 2. These
systems for comparison include RWTH-OCR and UPV
PRHLT - the winner of ICDAR 2011 and ICFHR 2010
Arabic handwriting competition [15, 14], respectively. In
these competitions set a to e from the IFN/ENIT database
were used as training sets and set f and s were used as test
sets. The two test sets f and s are not public so research
institutions (including those who participate competitions)
can only use set a to e for evaluation. Results reported in
[15, 14] on set d and e were obtained by training on set a
to e, which represented performance on training set. The
results we compared were from [6] and [1] which were re-
ported by these groups themselves on partitions 𝑎𝑏𝑐−𝑑 and
𝑎𝑏𝑐𝑑− 𝑒 after ICDAR 2011 competition. All these systems
adopted dimensionality reduction methods. The proposed
LSDA followed by a relatively simple HMM-based classier
achieves comparable results with these systems.

6. Conclusions

In this paper we have presented a model-based dimen-
sionality reduction method for vector sequences, LSDA,
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which projects vectors in sequences into a subspace such
that sequences as a whole can be maximally separated into
different classes. LSDA can discover differences and im-
prove discrimination in the latent space between sequence
classes. LDA can be considered as a special case of LS-
DA, while LSDA can be seen as LDA performed in a
pseudo-model space where points represent sequences by
using DTW distance instead of Euclidean distance. We
have demonstrated the effectiveness of LSDA in classify-
ing both individual sequence data and concatenate sequence
data. LSDA outperforms unsupervised PCA and supervised
state-LDA in both cases on several different datasets. In our
future work, we intend to extend LSDA to nonlinear cases
by kernelization.
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