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Abstract

In this paper, we propose to predict immediacy for in-

teracting persons from still images. A complete immediacy

set includes interactions, relative distance, body leaning di-

rection and standing orientation. These measures are found

to be related to the attitude, social relationship, social in-

teraction, action, nationality, and religion of the commu-

nicators. 1 A large-scale dataset with 10, 000 images is

constructed, in which all the immediacy cues and the hu-

man poses are annotated. We propose a rich set of imme-

diacy representations that help to predict immediacy from

imperfect 1-person and 2-person pose estimation results. A

multi-task deep recurrent neural network is constructed to

take the proposed rich immediacy representations as the in-

put and learn the complex relationship among immediacy

predictions through multiple steps of refinement. The effec-

tiveness of the proposed approach is proved through exten-

sive experiments on the large-scale dataset.

1. Introduction

The concept of immediacy was first introduced by

Mehrabian [18] to rate the nonverbal behaviors that have

been found to be significant indicators of communicators’

attitude toward addressees. In [18], several typical im-

mediacy cues were defined: touching, relative distance,

body leaning direction, eye contact and standing orienta-

tion (listed in the order of importance). A complete set of

immediacy cues defined in this work are shown in Fig. 1.

These cues are important attributes found to be related to

the inter-person attitude, social relationship, and religion

of the communicators [17, 36, 12]. Immediacy cues re-

port the communicators’ attitude which is useful in build-

ing up social networks. With vast data available from social

networking sites, connections among people can be built

up automatically by analyzing immediacy cues from visual

data. Second, these immediacy cues are useful for exist-

ing vision tasks, such as human pose estimation [38, 32],

social relationship, social role [27], and action recognition

1The dataset can be found at http://www.ee.cuhk.edu.hk/

˜xgwang/projectpage_immediacy.html
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Figure 1. The tasks of immediacy prediction and three examples.

Detailed definitions of immediacy cues can be found in Sec. 3

[16]. The immediacy cue “touch-code” is the same as in-

teraction recognition and has been recognized by our so-

ciety [37, 13, 23] for a long time. However, a complete

dataset providing all the immediacy cues is absent. In ad-

dition, there is only little research on immediacy analysis

from the computer vision point of view.

In order to predict immediacy, it is natural to use the in-

formation from 1-person pose estimation [38] and 2-person

pose estimation, which was called touch-code in [37]. How-

ever, touch-code and single person pose estimation are im-

perfect. Especially, when people have interaction, inter-

occlusion, limb ambiguities, and large pose variation in-

evitably occur. These cause the difficulty in immediacy pre-

diction. On the other hand, interacting persons provide extra

representations that motivate our work.

First, there are extra information sources unexplored

when persons interact. Since both 1-person or 2-person

pose estimation are imperfect, extra information sources,

i.e., overlap of body parts, body location relative to two

persons’ center, and consistency between 1-person and 2-

person estimation, are helpful for immediacy prediction as

well as addressing pose estimation errors. As an example

for overlap of body parts, when all of person A and person
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B’s body parts have large overlap, it is more likely that A

is holding B from behind but less likely that A is shoulder-

to-shoulder with B. Regarding relative location to two per-

sons’ center, if person A’s right shoulder and persons B’s

left shoulder are close to the two persons’ center, shoulder-

to-shoulder is more likely to happen. As for consistency

between 1-person and 2-person estimation, when 1-person

and 2-person estimation results conform with each other,

they are more reliable than results that do not. Therefore,

we include these extra information sources and jointly con-

sider both 1-person and 2-person pose information by in-

tegrating them with a deep model, so that these informa-

tion sources validate each other’s correctness in conform-

ing with the global pattern of human interactions as well as

other immediacy cues.

Second, immediacy cues are correlated. For instance,

shoulder-to-shoulder only happens when two persons stand

close to each other (distance) and side-by-side (standing

orientation). Existing works treat interactions indepen-

dently but do not explore the correlation mentioned above.

We hence construct a multi-task recurrent neural network

(RNN) to learn the correlations among immediacy as well

as the deep representations shared by all the immediacy

cues. RNN fits this problem because it can iteratively re-

fine the coarse outputs from a deep model through multiple

steps in the forward pass and pass estimation errors back to

the deep model during training. Therefore, the whole model

can be trained end-to-end with back propagation.

Our work contributes in the following three ways.

• Propose the immediacy prediction problem, and build

a large-scale dataset that contains 10,000 images. It

has rich annotations on all immediacy measures and

human poses.

• Rich immediacy representations by taking extra in-

formation sources into consideration, i.e., overlap of

body parts, body location relative to two persons cen-

ter, and consistency between 1-person and 2-person

estimation. For predicting immediacy, a unified deep

model is used for capturing the global interaction pat-

terns from the proposed immediacy representations.

• Construct a multi-task deep RNN to model complex

correlations among immediacy cues as well as 1-

person and 2-person pose estimation. The recurrent

neural network is used for refining coarse predictions

through multiple steps. We prove that by jointly learn-

ing all tasks of predicting a complete set of immedi-

acy cues with deep RNN, the performance of each task

can be boosted dramatically, and pose estimation can

be improved as well.

2. Related Work

Pose estimation is an input of our approach. Remark-

able research progress in pose estimation has inspired our

work and is the base of our work. Both holistic models

[28, 11, 19, 20, 33] and local models [31, 8, 39, 6, 9, 30, 24,

10, 26, 14, 29, 35, 25, 1, 21, 4] were used for estimating the

pose of a single person. For multi-person pose estimation,

some approaches used occlusion status [7] and spatial loca-

tions [37, 15, 3] of body parts as pairwise constraints. Exist-

ing works either considered only single person pose estima-

tion [31, 34, 8, 39, 6, 9, 30, 24, 2, 26, 14, 29, 35, 25, 1, 21]

or multi-person pose estimation [37, 13], while our model

jointly takes 1-person and 2-person pose estimation as the

input. Our work targets on predicting immediacy, although

we do find prediction on immediacy can improve pose esti-

mation.

Interaction pattern is called proxemics and was estimated

using deformable part based models [13] and flexible mix-

tures of part models in [37]. It was estimated from videos

using motion in [23]. Human distance was used in [3]

for estimating social activities such as crowd and speaker-

audience. 2-person pose estimation was used for interaction

estimation in [37]. We differ in three aspects. First, existing

works only consider single factors like interaction or dis-

tance, while our work is the first towards complete study on

estimating all immediacy cues, including interaction, rela-

tive distance, body leaning direction and standing orienta-

tion, and learning them jointly. Second, extra information

sources, i.e., overlap, relative location to center, and consis-

tency between 1-person and 2-person pose estimation, were

not explored in these works. Third, existing works modeled

the interaction types separately, while we construct a RNN

to jointly learn their relationships.

Multi-task learning [40] have been used to directly

model the relationships among correlated tasks. Immedi-

acy prediction is a highly non-linear mapping function of

the information from pose estimation, and therefore non-

linear deep representation is desirable. The correlations

among immediacy cues are also complex. In our work, such

deep representation and immediacy relationship representa-

tion are jointly learned with an end-to-end deep multi-task

RNN model. Razvan Pascanu et al. [22] provided many

structures of deep RNN, which are usually used to model

sequential data. Zheng et al. [41] showed that the iterative

belief propagation in CRF can be approximated with RNN.

These motivate us to use RNN to model the complex cor-

relations among tasks. The predictions on multiple tasks at

the previous step are used as the input for the network at

the next step. They are coupled with the original input data

through multi-layer nonlinear mapping to refine the predic-

tion. As the refinement goes through more steps in RNN,

higher nonlinearity can be modeled.

3. Immediacy Dataset

We construct a large-scale dataset for the proposed im-

mediacy prediction problem. It consists of 10,000 images.

Data are collected from four major sources: Getty Images

website, photos of celebrities, movies and drama series.
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Figure 2. Examples of images in our dataset and their annotations.

P1 represents the person on the left and P2 represents the person

on the right.

Previous related benchmark datasets: the WeAreFam-

ily dataset [7] is used for multiple people pose estimation;

The TVHI dataset (video) [23] and TVHI+ dataset (video)

[13] are used for interaction classification. The proxemics

dataset [37] provides labels for both human pose and inter-

action classes, but its scale is relatively small and the data

are lack of diversity (only including persons in front view).

Quantitative comparison is listed in Table 1. The compari-

son with TVHI is based on the frames used in [23].

Dataset Annotation Training Test

Proxemics [37] pose and interaction 300 289

WeAreFamily [7] pose 350 171

TVHI [23] interaction 599 714

TVHI+ [13] interaction 1654 1566

Immediacy (ours) interaction, pose and

posture attributes

7500 2500

Table 1. Quantitative comparison of related datasets.

We provide multiple annotations for every image. Defi-

nitions of immediacy cues are shown in Fig. 1 and examples

of annotated images are shown in Figure 2. Details about

the annotations are listed as follows:

1. Pose: we annotate the pose of each person. For images

containing lower body parts, we annotate the full pose.

For the rest images, we only annotate the upper bodies.

The visibility of each body joint is also annotated.

2. Interaction: we define 7 kinds of frequently appearing

interactions as listed in Table 2. We annotate the in-

teraction for each pair of persons. A pair of persons

can be annotated with more than one kind of interac-

tions. For instance, in Figure 2 (b), the man is “holding

hands” and “shoulder to shoulder” with the woman.

3. Relative distance: the physical distance separating one

person from another.It is quantified into three levels

according to the scale of half arm. If two persons are

standing closely, i.e., within the reach of half arm, we

label this distance as “adjacent”. If they are farther

than the reach of one arm, the distance is labeled as

“far”. The rest is “near”.
4. Leaning direction: we annotate the leaning direction

of each person as leaning forward to the other person,

leaning backward or stand straight.
5. Orientation: whether a person is facing the camera

(front view), facing left, facing right or facing back.

6. Relative orientation: relative body orientation of

paired persons, i.e., face to face, 90 degree or side by

side.

1 Holding from behind HB 869 Proxemics [37]

2 Hug HG 2221 TVHI [23]

3 Holding hands HH 1718 TVHI, Proxemics

4 High five HF 613 TVHI

5 Arm over the shoulder AS 3182 Proxemics

6 Shoulder to shoulder SS 3453 Proxemics

7 Arm in arm AA 1046 Proxemics

Table 2. Seven classes of interactions. The second column is the

name for each class and the third column is its abbreviation we

shall use in the following sections. The number of images under

each kind of interactions is listed in the forth column. The fifth

column shows which dataset previously defined such kind of in-

teraction.

Our dataset is more challenging and more suitable for

practical use in the following aspects: the age of characters

varies from infancy to adulthood; the postures of human

are diverse, including lying, sitting and standing; all kinds

of viewpoints are included (front view, side view and back

view); frames extracted from videos are not consecutive.

4. Overview

As shown in Figure 3, the overview of our approach for

immediacy prediction is as follows:

1. 1-person pose estimation [38] is used for extracting

the unary representation.

2. 2-person pose estimation approach [37] is used for

obtaining pairwise feature representations. The unary rep-

resentation and pairwise representation are basic represen-

tations that are extracted from existing approaches.

3. Based on the 1-person and 2-person pose estimation

results, we proposed new representations. These new repre-

sentations capture distinctness between a pair of poses, rel-

ative locations of a pair of poses and consistency between

1-persons pose estimation and 2-person pose estimation.

4. All representations mention before together called im-

mediacy representations, which is used as the input of the

multi-task deep RNN.

5. The multi-task deep RNN predicts the immediacy

cues and poses. Since there are many candidates of Ψ, the

prediction with the largest confidence in a local region is

selected as the final results.
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Figure 3. Overview of our approach for immediacy prediction and pose estimation.
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Figure 4. Failure cases of 1-person pose estimation and 2-person

pose estimation. For pose estimation, the double counting (a),

missing body joints (b) and miss alignment of body joints (c) are

major problems, especially when multiple persons interact. For 2-

persons pose estimation, false positive on wrong class frequently

occurred.

5. Rich immediacy representations

5.1. Basic representations

Unary representation Ψu describes the features of a

single person’s pose. A classical pose estimation approach

[39] is used for feature extraction. In this approach, the

pose of a person is modeled by a tree-structured graph,

with each node in the graph representing a body joint. Ψu

can be expanded into the following components: Ψu =
[Ψa

u ,Ψ
d
u ,Ψ

m
u ]. Ψa

u is the appearance score for each body

joint, which indicates the correctness of part appearance.

Ψd
u is the relative location between one part, e.g. hand, and

another part, e.g. elbow. Ψd
u is normalized by the human

head’s scale. This term describes the articulation of a pose.

Ψm
u is the mixture type of each body joint.

Pairwise representation Ψp mainly captures informa-

tion when two persons interact. Previous work on recogniz-

ing proxemics [37] restricted the way of describing interac-

tions to touch-codes. Inspired by their work, we train mul-

tiple models to capture the touch-codes in 7 kinds of inter-

actions. Ψp is composed of Ψa
p ,Ψ

m
p and Ψd

p . The meaning

of each term is same with the corresponding terms inΨu .

Ψa
p is the appearance score of each body joint, Ψm

p is the

mixture type and Ψd
p is the relative location.

The models employed to extract pose features from im-

ages are imperfect. The examples in Figure 4 show the ma-

jor problems existing in current approach. These problems

lead to the unreliability of the basic feature representations

Ψu and Ψp. Therefore, extra representations shall be intro-

duced in the following section to assist immediacy estima-

tion.

5.2. New representations

Distinct pose representation Ψov measures the similar-

ity between a pair of poses from single person pose estima-

tion. In pose estimation, a bounding box is defined for each

body joint to extract its visual cue. The bounding box for

the pth body joint is called the pth part-box and denoted by

boxp. The overlap of each part ovp is defined by the inter-

section over the union as follows:

ovp =
∩(box1

p, box
2
p)

∪(box1
p, box

2
p)
, (1)

where box1
p and box2

p are the p-th part-box for the first

person and the second person respectively. Only the part-

boxes for the same body joint of paired persons are con-

sidered in this representation. In our framework, large

amount of overlaps for many body parts can be accepted

by interaction classes such as “holding from behind” and

“hug”, and rejected by interaction classes such as “hold-

ing hands”. Ψov = [ov1, ..., ovP ] also implicitly improves

non-maximum suppression (NMS). One body part could

generate two part-boxes during pose estimation, and they

could be wrongly interpreted as coming from two persons

when modeling interaction, instead being merged into one

by NMS. The representation Ψov can identify such poten-

tial cases and help to address pose estimation errors in the

higher layers of the neural network.

Relative location representation, denoted by Ψl ,

captues the relative locations of poses from 1-person pose

estimtation to their center.

lkp = ([xk
p , y

k
p ]−

1

KP

KX

k

PX

p

[xk
p , y

k
p ])/pscale , (2)
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