
 

 

Abstract 

 

Our goal is to estimate contour flow (the contour pairs 

with consistent point correspondence) from inconsistent 

contours extracted independently in two video frames. We 

formulate the contour flow estimation locally as a motion 

segmentation problem where motion patterns grouped from 

optical flow field are exploited for local correspondence 

measurement. To solve local ambiguities, contour flow 

estimation is further formulated globally as a contour 

alignment problem. We propose a novel two-staged 

strategy to obtain global consistent point correspondence 

under various contour transitions such as splitting, 

merging and branching. The goal of the first stage is to 

obtain possible accurate contour-to-contour alignments, 

and the second stage aims to make a consistent fusion of 

many partial alignments. Such a strategy can properly 

balance the accuracy and the consistency, which enables a 

middle-level motion representation to be constructed by 

just concatenating frame-by-frame contour flow estimation. 

Experiments prove the effectiveness of our method. 1 
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1. Introduction 

General-purpose motion estimation is a long-standing 

research topic in computer vision, due to its potential dif-

ficulties and broad applications. Optical flow estimation 

(e.g. [1]-[3], to name a few) and point tracking [4]-[7] are 

two representative methods, which have found their wide 

usages in motion/video segmentation [8][9], object track-

ing [10], human pose estimation [11]-[13] and action 

recognition [7], etc. Despite the widespread utility, these 

methods provide only low level motion information, mak-

ing further motion analysis or recognition from their results 

challenging. The related results lack compact yet descrip-

tive information about the shape and the motion of objects 

in the scene, where optical flow is too dense to explicitly 

reflect structures, while point trajectories are too sparse or 

unorganized to represent sophisticated structures. 

Aiming at complementing these methods, this paper 

addresses a problem of contour flow estimation. As shown 

in Fig. 1a and 1c, the edge pixels in each video frame are 

linked independently into several contours. And the goal of 

this paper is to find consistent correspondence of the points 

on the contours between two consecutive frames (see Fig. 

1d). According to motion consistency the original contours 

from two frames are dismembered and regrouped into 

coincident ones (see Fig. 1b and 1d). Such coincident 

contour pairs with point correspondence are called contour 
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Figure 1: The inputs (a, c), outputs (b, d), and capabilities (e, f) of contour flow, see text for details.
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flow in this paper. 

Contour flow offers a valuable middle-level motion 

representation which helps to bridge the gap between high 

level concepts and low level motion cues. By linking ad-

jacent edge pixels into ordered point sets, image contours 

possess two important characteristics: orderly connectivity 

and good boundary localization. Contour flow further 

extends these two characteristics into space-time domain: 

1) The contour pairs with point correspondence will 

form meshes, which possess spatiotemporal (S-T) connec-

tivity (see Fig. 1e and 1f). By concatenating the contour 

flow frame by frame, a compact mesh-based middle-level 

motion representation can be obtained. There are two dis-

tinct advantages of such motion information. One is that the 

S-T connectivity offers a certain motion grouping. For 

instance, Fig. 1e shows a queried connected component 

from the whole S-T connectivity network. It is worthy of 

noting that such motion grouping results are just 

by-products of a motion estimation method which does not 

pay special attention to motion grouping. The second ad-

vantage is that more sophisticated motion descriptors for 

recognition can be considered based on the geometric 

properties of the meshes. 

2) As object boundaries are often aligned with image 

edges, the image contours possess the capability of good 

boundary localization. With the extension by the contour 

flow, the achieved mesh-based motion representation can 

provide spatiotemporal boundary constraints, which could 

help to improve the accuracy of motion/video segmentation 

and human pose estimation, or the robustness of object 

tracking. 

However, contour flow estimation is not an easy task. 

Previous work [14]-[23] had dealt with related problems 

(see Section 2), but no available practically useful methods 

can be applied in our problem domain. The key of contour 

flow estimation is to establish the consistent point corre-

spondence among the inconsistent contours from two video 

frames under practical conditions such as cluttered envi-

ronment. A successful estimation of contour flow requires 

simultaneously tackling two coupled difficulties. One is 

that the clutter of environment could give rise to highly 

competitive candidates for point correspondence. It is 

challenging to design a measurement to locally pick correct 

correspondence. The other is that the inconsistent linkage 

of edges in different frames will lead to various contour 

transitions (such as splitting, merging and branching, see 

Fig. 1c), which bring troubles in carrying out proper global 

reasoning to solve the local ambiguities. 

By tackling these difficulties, this paper makes two dis-

tinct contributions. First, in contrast to the previous work 

which measures the correspondence based on static image 

information, we propose a parallel idea for correspondence 

measurement that uses motion information from optical 

flow. Our motivation draws from the observation that the 

motion of a contour locating on a physical surface is usually 

consistent with the motion of surface's interiors. In this 

regard, we view contour flow estimation locally as a motion 

segmentation problem, i.e. picking the right motion label 

for each contour point from its surrounding motion patterns 

which are extracted from optical flow field. The success of 

this idea is on the basis of impressive progress of optical 

flow. On the contrary, purely relying on static image in-

formation makes previous work isolated and brittle under 

practical conditions. 

Our second contribution is that we propose a novel 

two-staged strategy for global reasoning which can handle 

the above mentioned difficulties caused by various contour 

transitions. The goal of the first stage is to obtain possible 

accurate contour-to-contour alignments, and the second 

stage aims to make a consistent fusion of many partial 

alignments from the first stage. 

The strength of the proposed strategy is that it can 

properly balance the accuracy and the consistency. At the 

first stage, we consider the tentative alignment of only one 

pair of contours at a time. This helps to make the situation 

clear, and the accuracy of alignment can be ensured by 

enforcing tight shape constraints (e.g. to penalize disor-

dering, bending, stretching or shrinking). At the second 

stage, the contour flow is finally obtained by selecting 

consistent portions of the alignments from the first stage. 

The selection is achieved by solving a labeling problem as a 

whole under loose constraints of piecewise motion conti-

nuity. 

There are two advantages of such a balance between the 

accuracy and the consistency. The first one is that sufficient 

accuracy allows meaningful long-term motion information 

to be generated by just concatenating frame-by-frame 

contour flow. The second one is that sufficient consistency 

ensures stable contour trajectories to be obtained; otherwise 

only the short ones may be generated. Owing to these ad-

vantages, a meaningful and stable mesh-based middle-level 

motion representation is able to be constructed. 

The paper is organized as following. Related work is 

reviewed in Section 2. The formal problem formulation and 

contour flow algorithm are presented in Section 3. We 

dedicate Section 4 to discuss how to concatenate contour 

flow into mesh-based motion representation and long-term 

trajectories. Experiments and applications are reported in 

Section 5, and Section 6 gives the conclusion. 

2. Related Work and Discussions 

We discuss the related work on motion/correspondence 

estimation of contours or edges [14]-[23] from two aspects: 

correspondence measurement to locally score the candi-

dates of point correspondence, and proper global reasoning 

to solve the local ambiguities. 

Previous work had investigated various descriptors for 

correspondence measurement, such as color gradients at 

edge pixels [16], image statistics on the two sides of edges 
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[17][20], curvature [19][21][22] and shape context [18] 

[22][23]. The primary difference between our method and 

all these work is that we view the correspondence problem 

locally as a motion segmentation problem, but they take it 

as a feature matching problem. Experiments show the sig-

nificant improvements by the correspondence measurement 

based on motion segmentation, comparing with the ones 

purely based on static image information. 

The work in [3] also views motion estimation as a mo-

tion segmentation problem. The difference between their 

idea and ours is that they combine motion segmentation 

with optical flow formulation, whereas we combine motion 

segmentation with contour alignment. In their work, mo-

tion segmentation provides solution space for optical flow 

formulation. While in this paper, motion segmentation 

provides correspondence measurement for contour align-

ment, and our data term can be purely based on the motion 

cues from pre-estimated optical flow field. However our 

results are not the reproductions of the motion information 

from the optical flow field. Experiments provide the evi-

dence that contour alignment could help to resist certain 

noises in the flow field. 

In terms of how global reasoning is carried out, related 

methods can be roughly classified into three categories: 

1) Motion field estimation along contours, where smooth 

motion field along contours is inferred from locally deter-

mined partial motion information such as perpendicular 

components [14] or motion vectors with 1D uncertainty 

[15]. These methods are dedicated to tackle the 

long-standing aperture problem, with solid theoretical 

analysis [14] or impressive results [15]. However, the lo-

cally determined motion component could be error prone 

under cluttered environment, which would in turn affect the 

inferred complete motion field. 

2) Motion estimation of contours/edges based on global 

transformations (such as affine or similarity) [16]-[18], 

where consistent correspondence of several contours/edges 

are reflected in the estimated motion transformation shared 

by them. Although the global transformations can simplify 

the process of motion estimation, it could not handle local 

non-rigid deformations, and could cause error accumula-

tion for long term non-rigid motion estimation. 

3) Contour alignment [19]-[22], where the smoothness 

constraint of contour's deformation can help select optimal 

correspondence along contours from locally scored 

matching candidates. The methods in this category are most 

related to our work. However our distinct characteristic is 

that we can obtain global consistent correspondence among 

a set of contours under various transitions such as splitting, 

merging and branching. The work in [19]-[22] consider 

only the problem of independent motion/correspondence 

estimation for each contour, where the obtained corre-

spondence among the contours may be inconsistent or even 

conflicted with each other.  Although contour transitions 

are explicitly handled as a post-process in [19], they

 
Figure 2:  An overview of our contour flow algorithm. (a) Input 

contours: the input contours in two frames may be inconsistent.  

To handle various contour transitions, our algorithm consists of 

three steps which are illustrated in (b)~(d). (b) Contour to con-

tour alignment: for each contour in frame a, to find its all possi-

ble partial alignments in frame b. (c) Confliction analysis: for 

each contour in frame a, by analyzing how its partial alignments 

are overlapped, break it into several fragments the alignments of 

which do not conflict with each other. For instance, for the black 

contour shown in (c), its two partial alignments (ܥଵ~ܥଵᇱ  and ܥଶ~ܥଶᇱ ) are overlapped. After confliction analysis, the black 

contour is broken down into three non-overlapped fragments 

which are ĸ ൌ ଵܥ ∩ ଶ, ķܥ ൌ ଵ-ĸ, and Ĺܥ ൌ -ଶ-ĸ. (d) Globܥ

al optimization: to obtain globally consistent contour flow, the 

fragments from the previous step will serve as the target nodes of 

global optimization, and the goal is to solve a labeling problem 

under a tree neighborhood structure of the nodes. 

 

consider only joining the contour fragments, but do not 

carry out a global optimization of the correspondence. 

3. Contour Flow Algorithm 

An overview of our algorithm is shown in Fig. 2. Given 

an input video sequence, the detected edges in each frame 

are linked locally into several image contours (see Fig. 2a). 

We do not assume any sophisticated method for edge 

linkage. A simple edge linking procedure is applied. Ad-

jacent edge points that roughly lie on a straight line are 

linked firstly into line segments. Then these line segments 

together with remaining edge points are further linked into 

the contours for our inputs. Each contour is represented as 

an ordered set of edge points. 

As shown in Fig. 2b, given the contours in two video 

frames (say frame a and b), we first consider a sub-problem 

of contour-to-contour alignment (from a to b) under tight 

shape constraints such as the penalties of disordering, 

bending, stretching or shrinking. By performing such a 

tentative alignment for all possible contour pairs inside a 

certain search range, we can obtain a pool of hypotheses for 

contour flow, which contains all possible pieces of corre-

spondence under various contour transitions. 

However, some flow hypotheses may conflict with each 

other, e.g. their overlapped portion at frame a may have 

different correspondence at frame b (see Fig. 2c). Based on 

conflicting information among the flow hypotheses, we 
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break the contours in frame a into the fragments the 

alignments of which do not conflict with each other (see Fig. 

2c). These fragments will be the targets to solve a labeling 

problem as a whole (see Fig. 2d), where global consistent 

flow hypotheses are selected from the pool under loose 

constraints of piecewise motion continuity. The contour 

flow is finally generated by relinking the fragments that are 

adjacent in both frames. 

In the following, we will first discuss in Section 3.1 the 

correspondence measurement which is used by con-

tour-to-contour alignment in Section 3.2. The solution to 

flow optimization is covered in Section 3.3. 

3.1. Correspondence Measurement 

To apply motion segmentation for correspondence 

measurement, we first extract a set of local motion patterns 

which are about the motions of small portions on physical 

surfaces. Then the correspondence of each contour point 

can be measured by the extent of the consistency between 

the motion reflected by the correspondence and the local 

motion patterns near that point. 

A small overlapped sliding window (e.g. with size of 20 

pixels and 10 pixels overlapping) is scanned over the op-

tical flow field, where the local motion patterns are identi-

fied independently in each window. We use similarity 

motion transformation to extract the motion patterns. 

RANSAC algorithm is applied to estimate the parameters 

of the similarity transformations. When one motion pattern 

is found, we remove the inlier points which are sufficiently 

close to the current motion pattern. Then, the remaining 

points are used to find other motion patterns. This proce-

dure is repeated until no point left. 

Given one contour point (say p) in frame a, its sur-

rounding motion patterns within a circular region of radius 

Rmo are used to measure the quality of its correspondence 

candidate (say q) in frame b. The measurement is based on 

local motion segmentation: ܦெ௢ሺ݌, ሻݍ ൌ min௞ ‖ ௞ܶሺ݌ሻ െ (1) ,‖ݍ

where Tk is the similarity motion transformation of a motion 

pattern surrounding p. The min operation in the equation 

means that how the correspondence can be best explained 

by the local motion patterns. In other words, it looks for one 

portion of the physical surfaces whose motion can best 

support the correspondence. 

3.2. Tentative Contour-to-Contour Alignment 

Given the contours in frame a and b, we carry out a 

tentative contour-to-contour alignment for all possible 

contour pairs inside a certain search range Rsrh (more spe-

cifically, the contour pairs with at least two points p and q 

where the distance DMo(p, q)≤Rsrh). By such alignments, 

we can obtain a pool of hypotheses of contour flow which 

contains all possible pieces of correspondence under vari-

ous contour transitions. 

Suppose we are aligning a contour Ca at frame a to a 

contour Cb at frame b, where the two contours are defined 

as ordered point sets Ca={pi; i=1, 2, …, Na} and Cb={qj; j=1, 

2, …, Nb} respectively. The primary goal of the alignment 

is to find an optimal correspondence assignment mi for each 

point pi in Ca w.r.t. the points in Cb. When mi=j, it means 

that pi is aligned to qj. As two contours might not be aligned 

completely, partial alignment must be considered. There-

fore, a binary variable vi is introduced, which indicates the 

visibility of pi in frame b. When vi=0/1, it indicates that the 

correspondence of pi cannot/can be found. As we are 

aligning two ordered point sets, the ordering can be useful 

constraint to enable consistent correspondence. To handle 

possible descend or ascend alignments of two contours, 

another binary variable oi (takes 1 or -1) is defined for each 

point pi in Ca. When oi = -1, it implies that the point pair 

{pi-1, pi} is aligned to Cb  in reversed order, i.e. mi<mi-1; 

otherwise the vice. The ultimate goal of the alignment is to 

obtain an optimal state Ui≡{mi, vi, oi} for each point pi, such 

that Ca can be best aligned to Cb under tight shape con-

straints. 

The energy function of the alignment can be generally 

written as ܧሺܷሻ ൌ ∑ ሺܦ ௜ܷሻ ൅ேೌ௜ୀଵ ∑ ܵሺ ௜ܷିଵ, ௜ܷሻேೌ௜ୀଶ , (2)

Where D(Ui) is a data term and ܵሺ ௜ܷିଵ, ௜ܷሻ is a piecewise 

smoothness term. The optimal alignment can be obtained 

by minimizing E(U) w.r.t. U. D(Ui) measures the quality of 

the correspondence defined by Ui, where the motion based 

measurement ܦெ௢ሺ݌, ሺܦ ,ሻ can be used. More specificallyݍ ௜ܷሻ ൌ ቐߣ ஽ಾ೚ቀ௣೔,௤೘೔ቁఙಾ೚ ൅ ሺͳ െ ሻߣ ஽಺೘ቀ௣೔,௤೘೔ቁఙ಺೘ , ݂݅ ௜ݒ ൌ ͳߦ																													, ݁ݏ݅ݓݎ݄݁ݐ݋ , (3)

where we also consider the use of image-based measure-

ment ܦூ௠൫݌௜ ,  ௠೔൯ for the comparisons (see experiment forݍ

more details), and ߣ	ሺͲ ൑ ߣ ൑ ͳሻ controls the contribution 

of the two types of measurements. σெ௢ and σூ௠	are used 

for metric scaling. The constant ߦ	means that the meas-

urement from data is ignored when pi is invisible in frame b 

(i.e. vi=0). ߦ can be viewed as a local threshold to determine 

vi from data term. When the data term for all possible val-

ues of mi is greater than ߦ, locally minimizing ܦሺ ௜ܷሻ will 

give the decision of vi=0. In the sense of giving the same 

decision of vi, increasing the value of ߪெ௢  and ߪூ௠  is 

equivalent to the increasing of the value of ߦ. Therefore, 

among these parameters, there's one free parameter that can 

be fixed (e.g., ߦ  can be treated as a constant). One can 

tune/learn the other parameters for proper thresholding. 

The smoothness term ܵሺ ௜ܷିଵ, ௜ܷሻ can be designed as ܵሺ ௜ܷିଵ, ௜ܷሻ ൌ ܵ௖௢ሺ݉௜ିଵ, ݉௜ , ௜݋ , ,௜ିଵݒ ௜ሻݒ ൅ܵ௢ሺ݋௜ିଵ, ௜ሻ݋ ൅ ܵ௖௦ሺ݉௜ିଵ, ݉௜ , ,௜ିଵݒ ௜ሻݒ ൅ܵ௖௕ሺ݉௜ିଵ, ݉௜ , ,௜ିଵݒ ௜ሻݒ ൅ ܵ௩ሺݒ௜ିଵ,  ,௜ሻݒ

(4)

where Sco is an order constraint term, Scs is a scale constraint 

term, and Scb is a bending constraint term. These three terms 

ensure the smoothness of the correspondence of the point 

pair pi-1 and pi, by penalizing disordering, stretching or 
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shrinking, and bending, respectively. 

The order constraint term Sco is defined as ܵ௖௢ሺ݉௜ିଵ, ݉௜ , ௜݋ , ,௜ିଵݒ ௜ሻൌݒ ൜∞ , ௜ିଵݒ	݂݅ ∙ ௜ݒ ∙ ௜݋ ∙ ሺ݉௜ െ ݉௜ିଵሻ ൏ ͲͲ , ݁ݏ݅ݓݎ݄݁ݐ݋ . (5)

When pi-1 or pi is invisible, the order constraint will not be 

considered (i.e. Sco takes zero when vi-1=0 or vi=0). And 

disordering will be forbidden when the correspondence 

exists, that is Sco will take ∞ if the correspondence is not in 

the expected order (oi = 1 but mi<mi-1, or oi = -1 but 

mi>mi-1). 

Although Sco describes the order constraint on mi-1 and mi, 

it totally relies on the value of oi. In other words, Sco alone 

cannot provide the expected order constraint. Given any 

values of mi-1 and mi, one can freely find a certain value of 

oi that makes Sco zero.  Therefore additional constraint of oi 

is required and So in (4) plays such a role. So is a continuity 

constraint term of the order, and defined as ܵ௢ሺ݋௜ିଵ, ௜ሻ݋ ൌ ൜Ͳ , ௜ିଵ݋	݂݅ ൌ ߙ௜݋ , ݁ݏ݅ݓݎ݄݁ݐ݋ .  (6)

Together with (5), by minimizing the energy in (2), one can 

obtain proper order information oi as well as enforce order 

constraint on mi-1 and mi. 

To penalize large stretching or shrinking, the scale con-

straint term Scs in (4) is defined as ܵ௖௦ሺ݉௜ିଵ, ݉௜ , ,௜ିଵݒ ௜ሻݒ ൌቐ݂ ቆቚ௤೘೔ି௤೘೔షభቚି|௣೔ି௣೔షభ||௣೔ି௣೔షభ| ቇ , ௜ିଵݒ	݂݅ ൌ ௜ݒ ൌ ͳߦ , ݁ݏ݅ݓݎ݄݁ݐ݋ .  (7)

The extent of stretching or shrinking is measured by the 

ratio of change of the distance between the (i-1)th and the ith 

points under the correspondence mi-1 and mi. The function f 

imposes the related penalty, given the signed ratio of 

change (positive value for stretching and negative value for 

shrinking) as argument. One can choose suitable f to en-

force desired penalty. A simple f can be ݂ሺݔሻ ൌ ߩ ∙ (8) ,|ݔ|

which is a linear penalty w.r.t. the ratio of change. The 

constant ߦ (i.e., the ߦ in this paper are all the same) is again 

used in (7) as a local threshold to partially determine vi-1 

and vi from the scale term.  That is, when all possible cor-

respondence cause large stretching or shrinking (the values 

of f under possible combinations of mi-1 and mi are all 

greater than ߦ), it will be very likely that pi-1 or pi is invisible 

(vi-1=0 or vi=0). 

The bending constraint term Scb in (4) penalizes large 

non-rigid deformation. Although at least three points are 

required to describe locally the deformation of a contour, a 

two-point translation-based bending constraint is used here 

for the sake of simplicity. The Scb is defined as  ܵ௖௕ሺ݉௜ିଵ, ݉௜ , ,௜ିଵݒ ௜ሻݒ ൌቊห൫ݍ௠೔ െ ௠೔షభ൯ݍ െ ሺ݌௜ െ ்ߪ/௜ିଵሻห݌ , ௜ିଵݒ	݂݅ ൌ ௜ݒ ൌ ͳߦ , ݁ݏ݅ݓݎ݄݁ݐ݋ . (9)

This term will penalize any kind of motion of a contour 

except for translation. It might be an over restriction, but a 

larger sigma ்ߪ can reduce this side effect. The constant ߦ 

in (9) plays a similar role in handling the visibility. The 

difference between (7) and (9) is that the change of the 

length |݌௜ െ |௜ିଵ݌  and หݍ௠೔ െ ௠೔షభหݍ  is penalized in (7), 

while the change of the offset ሺ݌௜ െ 	௜ିଵሻ݌ and ൫ݍ௠೔ െݍ௠೔షభ൯	 is penalized in (9). 

For the visibility, D(Ui) provides unitary data term for 

each vi. Sco, Scs, and Scb provide pairwise data term for one 

pair of vi-1 and vi. The smoothness term of visibility is 

captured by Sv in (4), which is defined as ܵ௩ሺݒ௜ିଵ, ௜ሻݒ ൌ ൜Ͳ , ௜ିଵݒ	݂݅ ൌ ߚ௜ݒ , ݁ݏ݅ݓݎ݄݁ݐ݋ .  (10)

Based on all above definitions, one can minimize the 

energy in (2) to determine the optimal alignment from 

contour Ca to contour Cb. And dynamic programing (DP) 

can be applied to achieve a global optimization efficiently. 

3.3. Flow Optimization from Many Alignments 

By the contour-to-contour alignment discussed in pre-

vious subsection, we can obtain a pool of hypotheses which 

contains all possible pieces of correspondence under vari-

ous contour transitions. To solve the confliction among the 

correspondence in the pool, a final contour flow optimiza-

tion is considered here. 

As shown in Fig. 2c, by analyzing the confliction in the 

hypotheses pool, one can split the original input contours 

into several non-overlapping fragments which will serve as 

the target nodes for contour flow optimization. The goal of 

contour flow optimization is to solve a labeling problem, by 

globally selecting consistent flow hypotheses from the pool 

under loose constraint of piecewise motion continuity. 

For the target nodes, suppose we have a set of labels ܮ ≡ ሼܮ௞, ݇ ൌ ͳ,ʹ, … ,  ሽ, where K is the total number ofܭ

the nodes and Lk is an integer variable whose domain are 

the indexes of the correspondence hypotheses of the kth 

node. The flow optimization is achieved by minimizing 

following energy ܧሺܮሻ ൌ ∑ ௞ሻܮሺܦ ൅௄௞ୀଵ ∑ ܵሺܮ௞ , ௞ᇲሻሺ௞,௞ᇲሻ∈ே௕௥ܮ . (11)

The data term D(Lk) is measured based on the alignment 

cost E in (2) under related correspondence hypotheses. 

The smoothness term ܵሺܮ௞ , ௞ᇲሻܮ  is defined on a tree 

neighborhood structure of the nodes (see Fig. 2d), for the 

ease of optimization (DP can be applied again). The tree 

can be obtained by generating a minimum spanning tree 

from the graph defined on the target nodes with Euclidean 

distance between nodes as edge weight. The ܵሺܮ௞ ,  ௞ᇲሻܮ

consists of two sub-terms ܵሺܮ௞ , ௞ܮ௞ᇲሻ = ܵெ௢ሺܮ , ௞ᇲሻܮ ൅ ܵ௅ሺܮ௞ , ௞ᇲሻ . (12)ܮ

The term SMo is about piecewise motion smoothness, which 

is defined in the similar way with Scb in (9). For two 

neighboring nodes k and k', the term SL is designed to select 

the labels from the same original piece of alignment (the 

one before split, see Fig. 2c top), as possible as one could. 
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SL is defined as ܵ௅ሺܮ௞ , ௞ᇲሻܮ ൌ ቄͲ , ݉݋ݎ݂	݂݅ ߛݐ݈݊݁݉݊݃݅ܽ	݁݉ܽݏ	݄݁ݐ , ݁ݏ݅ݓݎ݄݁ݐ݋ . (13)

By minimizing the energy in (11), the final estimation of 

contour flow can be obtained, where according to motion 

consistency the original contours from two frames are 

dismembered and regrouped into coincident ones. 

4. Contour Flow Concatenation 

There are two goals of contour flow concatenation: 1) to 

obtain the S-T connectivity of the contour pairs, 2) to obtain 

the long-term motion information. The concatenation can 

be achieved in a very simple way: 1) The S-T connectivity 

can be obtained by just reading the connectivity infor-

mation from the frame-by-frame contour flow and con-

necting the contour pairs (see Fig. 3). 2) For the points on 

the contours, the long-term motion can be obtained by 

directly concatenating the frame-by-frame motion infor-

mation from contour flow. This is similar to the way of 

generating point trajectories from optical flow [6]. 

5. Experiments 

5.1. Datasets and Parameters Setting 

As there is no related public dataset to evaluate the per-

formance of contour flow estimation, we introduce a da-

taset with the annotations of contours and point corre-

spondence (see Fig. 4). This is also an additional contribu-

tion of this paper. Our dataset can be used for other pur-

poses as well, such as the evaluation of motion estimation 

at object boundaries, or the evaluation of shape registration 

under practical conditions. We are continuously extending 

this dataset, and intend to release it to promote related 

researches. 

Currently, there are total 12 image sequences with 100+ 

contour annotated in the dataset. The image sequences are 

selected from video segmentation dataset BVSD [24], 

human pose estimation dataset VideoPose2.0 [11], and 

action recognition dataset UT-Interaction [25].  Our ex-

periments are carried out on this dataset with fixed param-

eters for all the image sequences. The parameters setting 

are: the radius Rmo is set as 20 pixels, and the search range 

Rsrh is chosen as 5 pixels. The threshold ߦ is fixed as 0.6. 

The sigma	σெ௢, σூ௠ and ்ߪ are set as 3, 0.5, and 2 respec-

tively. The penalty ߚ ,ߙ and ߛ are selected as 1, 0.4, and 0.3 

respectively. The parameter ߩ is set as 0.2. In subsection 

 for calculating D(U) is set as 1, which means that ߣ ,5.2

correspondence measurement D(U) is purely based on the 

motion information from optical flow (generated via the 

method in [1]). In subsection 5.3, ߣ is adjusted for quanti-

tative analyses. How to choose above parameters is also 

discussed in subsection 5.3. 

5.2. The Capabilities of Contour Flow 

We present visual results of contour flow estimation at 

three cases (shown in Fig. 1, 5, and 6), to demonstrate the 

potential capabilities of contour flow for video segmenta-

tion, human pose estimation, and action recognition. Given 

two consecutive frames shown in Fig. 5a, the results of 

contour flow estimation are shown in Fig. 5b. By compar-

ing contour flow with the inconsistent input contours 

shown in Fig. 5a, one can verify that quite consistent flows 

are obtained. If the sub-figures are too dazzled, see Fig. 1c 

and 1d for an enlarged verification on another sequence. 

As shown in Fig. 3, by concatenating contour flow frame 

by frame, an S-T mesh network can be obtained. Given a 

contour in that network, we can query its connected com-

ponent. Fig. 5c shows such a queried component for the 

star-marked hand contour in Fig. 5b. The hand motion is 

reflected in the S-T meshes. Fig. 5d exhibits some frame 

slices with more details of the contours, which can be 

useful proposals for pose estimation. 

In a similar manner, Fig. 6 shows the results on another 

sequence. The queried meshes shown in Fig. 6 could pro-

vide the focus of attention and also help to design rich 

motion descriptors for action recognition. 

5.3. Quantitative Analysis 

The quantitative analysis is carried out by comparing 

related results with the annotated ground truth of the 

long-term point correspondence on the contours in the 

dataset (see Fig. 4c). The comparison is accomplished by 

calculating how much portion of the ground truth can be 

covered by the results under different error threshold. And 

the coverage is counted only under sufficient temporal 

Figure 3:  Illustration of contour flow concatenation.

Figure 4:  Our dataset: ContourMotion. 
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overlapping (say 10 frames). 

Fig. 7 shows the results of quantitative analysis. We 

compare the performances of correspondence measurement 

based on different source of information: motion segmen-

tation only (λ ൌ ͳ, CFMo), static image information only 

(λ ൌ Ͳ, gradient [20] CFSG and intensity [17] CFSI), and a 

combination of motion segmentation and static image in-

formation ( λ ൌ Ͳ.9 , CFMo+SI). The significant improve-

ments of CFMo can be proved, if compared with the ones of 

CFSG and CFSI. And further improvements achieved by 

CFMo+SI can be observed. 

Fig. 7 also shows the results obtained without carrying 

out contour alignment (Median OF, the motion of contours 

are driven directly by the median-filtered optical flow field), 

and demonstrates the necessity of contour alignment. This 

also provides the evidence that the output of our method is 

not the reproduction of the motion information from the 

optical flow field, and contour alignment could help to 

resist certain noises in the flow field. 

To justify how the parameters are chosen, we test the 

impacts of the different parameter settings. The parameter 

testing is carried out by adjusting one parameter each time. 

The impacts of the parameters are shown in Fig. 8. The 

horizontal axis represents different testing, and five dif-

ferent values for each parameter are examined. The values 

examined are as following:	σெ௢ and 1 ,0.4 ,0.1 ,0]~ߩ ,[4 ,2 ,0.5 ,0.2 ,0]~ߙ ,[1 ,0.8 ,0.6 ,0.2 ,0]~ ߚ  ,[7 ,5 ,1 ,0.5 ,0.1] ~்ߪ, 

 .[2 ,1 ,0.6 ,0.1 ,0]~ߛ ,[2

 
From Fig. 8, one can observe that only two parameters ்ߪ and ߙ are sensitive. A small value of ்ߪ could amplify 

the side effect of the translation motion model. But when 

the value of ்ߪ is greater than 1, it will provide positive 

effect. For the order penalty ߙ, a larger value gives too 

much restriction. But when the value is less than 0.5, its 

impact is changed smoothly. Therefore, these two param-

eters are not necessary to be tuned precisely. And the value 

of other less sensitive parameters can also be chosen easily. 

5.4. Application to Video Segmentation 

To demonstrate the benefit from the motion representa-

tion based on contour flow, we consider the problem of 

refining the imperfect results of video segmentation 

method (e.g. [27], a method with intermediate perfor-

mance).  As our S-T meshes could provide spatial-temporal 

connectivity and boundary constraint which help to com-

plete and shear the object, our idea is to first select those 

meshes belonging to the object, and then determine the 

object's boundary based on the selected meshes. 

The mesh selection is formulated as a binary labeling 

problem, and the goal is to determine whether each point in 

Figure 5:  The results of contour flow estimation on a sequence 

from VideoPose2.0 [11]. 

Figure 6: The results of contour flow estimation on a sequence 

from UT-Interaction [25]. 
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the S-T meshes belongs to the object or background. In 

order to do this, a set of labels are defined for the mesh 

points: ܮ ≡ ሼܮ௧௜ , ݅ ൌ ͳ,ʹ, … , ௧ܰ; ݐ ൌ ͳ,ʹ, … , ܶሽ, where T is 

the number of frames in the video, and Nt is the number of 

the point at frame t of the mesh. The labeling problem is 

treated as an inference problem, and the distribution is ܲሺܫ|ܮሻ ∝∏ ∏ ܲ൫ܫ௧หܮ௧௜ ൯ே೟௜ୀଵ௧்ୀଵ ∏ ܲ ቀܮ௧ᇲ௜ᇲ , ௧௜ܮ ቁሼሺ௧ᇲ,௜ᇲሻ,ሺ௧,௜ሻሽ∈ே௕௥ೄ೅ . (14)

The NbrST in (14) denotes the neighborhood relationship 

according to the spatial-temporal connectivity in the 

meshes. The likelihood ܲሺܫ௧|ܮ௧௜ ሻ is measured based on the 

extent how the meshes are closed to the guessed object's 

regions. The guessed object's regions come from the initial 

results of the video segmentation method [27] and from the 

color segmentation based on logistic regression. The lo-

gistic regression is carried out on the features of color in-

tensity, and with positive samples provided by the initial 

results of video segmentation. The continuity term ܲሺܮ௧ᇲ௜ᇲ , ௧௜ܮ ሻ is simply defined as Potts model. 

Loopy belief propagation is applied to solve the infer-

ence problem. Once the label is solved, the object's 

boundary is simply extracted by fitting a curve that en-

closes the mesh points of the object in each frame. 

Some examples of the refinement are shown in Fig. 9, 

and the average number of error pixels is also compared 

against state-of-art methods on the SegTrack dataset [26] 

(see Table 1). Remarkable improvements w.r.t. [27] are 

achieved. If compared with the state-of-art, our simple 

refinement achieves the best result for one sequence, the 

second best on two sequences, and the second best on av-

erage. Such results prove the power of the middle-level 

Method [31] [28] [30] [27] [32] [29] Ours

birdfall 

cheetah 

girl 

monkeydog

parchute 

186

535 

761 

358 

249 

278 

824 

1029

192 

251 

209 

796 

1040 

562 

207 

155 

633 

1488 

365 

220 

189 

806 

1698 

472 

221 

288 

905 

1785

521 

201 

177

466 

1360 

294 

224 

Avg. 372 397 427 452 542 592 394 

Table 1: The pixel error rate of different segmentation methods. 

 
motion representation based on contour flow. 

6. Conclusion 

This paper proposes a novel contour flow algorithm 

which is capable of establishing global consistent point 

correspondence among the inconsistent input contours 

between two video frames.  We propose to use motion 

segmentation for local correspondence measurement, and 

experiments show the significant improved performance, if 

comparing with the ones purely based on static image in-

formation. To solve local ambiguities, a novel two-staged 

strategy is introduced to perform global reasoning, which 

can balance properly the accuracy and the consistency. 

Finally, a meaningful and stable mesh-based middle-level 

motion representation can be constructed by just concate-

nating frame-by-frame contour flow. 

Several topics can be considered in the future. For in-

stance, human pose estimation based on the proposals 

suggested by contour flow, and action recognition based on 

the motion descriptors extracted from the mesh-based mo-

tion representation. In addition to the simple example of 

refinement, more sophisticated video segmentation can 

also be investigated in further, by fully exploiting the S-T 

connectivity and boundary constraint from contour flow. 

We are also extending the ContourMotion dataset, and 

intend to release it to promote related researches. 

Figure 7: Performance of different methods of motion estimation 

along contours. Left: coverage score under different error

threshold. Right: coverage score under error threshold 6. 

Method Coverage (%)

CFMo 68.1 

CFSG 39.2 

CFSI 55.8 

CFMo+SI 68.3 

Median OF 51.9 

Figure 8: Impact on the performance (measured under error

threshold 6) of different parameters. Left: all the parameters.

Right: enlarged view for the three insensitive parameters. 
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



Figure 9: Visual examples of refinement. From top to bottom, in 

each frame: 1) Visualization of the mesh points, 2) The results of 

[27] (green channel) superimposed with ground truth (red 

channel, similar way of superposition hereinafter), 3) Labeling 

results of the mesh points, 4) Our refinement results. 
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