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Abstract

In many real-world applications, the domain of model learning (referred as source domain) is usually inconsistent with or even different from the domain of testing (referred as target domain), which makes the learnt model degenerate in target domain, i.e., the test domain. To alleviate the discrepancy between source and target domains, we propose a domain adaptation method, named as Bi-shifting Auto-Encoder network (BAE). The proposed BAE attempts to shift source domain samples to target domain, and also shift the target domain samples to source domain. The non-linear transformation of BAE ensures the feasibility of shifting between domains, and the distribution consistency between the shifted domain and the desirable domain is constrained by sparse reconstruction between them. As a result, the shifted source domain is supervised and follows similar distribution as target domain. Therefore, any supervised method can be applied on the shifted source domain to train a classifier for classification in target domain. The techniques for addressing this challenging domain disparity problems are often referred as domain adaptation [19][14][13][28][12] or generally as transfer learning [25]. Usually, the domain with labeled data, which is also where the classifier is learnt, is called as source domain, and the domain where the target task is conducted but with different distribution is called as target domain. Rather than the general transfer learning, this work only focuses on the domain adaption, in which the source domain and target domain share the same task but follow different distributions. Depending on whether class labels are available for target domain, domain adaptation can be categorized into two settings [13][30][14], supervised domain adaptation and unsupervised domain adaptation.

In scenario of supervised domain adaptation, labeled data is available in the target domain but the number is usually too small to train a good classifier, while in unsupervised domain adaptation only unlabeled data (but generally in large-scale) is available in the target domain, which is more challenging. This work mainly concentrates on the unsupervised domain adaptation problem, of which the essence is how to employ the unlabeled data of target domain to guide the model learning from the labeled source domain. An intuitive strategy is re-weighting or re-sampling the samples of source domain to make the re-weighted/re-sampled source domain shares similar distribution as target domain, e.g., sample selection bias [38][18], and particularly covariant shift [31][33][32][15][4], etc. These methods usually need to measure the distance between two distributions, which is also very hard for complex scenarios.

More popular methods attempt to design domain-invariant feature representation [2][5][24][23][50][26][14][13][10][12]. In [5], a structural correspondence learning method automatically induces correspondences among features from different domains with pivot feature, that behave in the same way for discriminative learning in both domains. In Sampling Geodesic Flow (SGF) [14], a serial of intermediate subspaces between the source and target domains along the Grassmann manifold are sampled to de-

1. Introduction

For classification problems in computer vision, the most typical technique is to learn a classifier on the training samples with class label and then apply it to classify the testing samples. The basic assumption behind this is that the training samples and testing samples share the same or similar distributions. However, in real world applications, many factors (e.g., pose of faces, illumination, imaging quality, etc) cause the mismatch of distribution between the training samples and testing samples, which usually degenerate the performance of learnt classifier on the testing samples.
scribe the underlying domain shift, and the projections of labeled source domain data onto these subspaces can be used to learn a classifier applicable for the target domain. Furthermore, in [13], a Geodesic Flow Kernel (GFK) approach is proposed to characterize the domain shift by integrating an infinite number of subspaces. In [12], a subset of labeled instances in source domain that are similar to the target domain is identified as landmarks to bridge the source and target domains by constructing an easier auxiliary domain adaptation task. Based on domain-invariant feature, the learnt model or metric from labeled source domain can be applicable for the classification in target domain.

On the other hand, some methods endeavor to directly optimize a classifier or metric which follows small or no discrepancy with the target domain [8][6][30][27]. In [7], a progressive transductive support vector machine is developed to iteratively label and modify the unlabeled target domain to achieve a wider margin for target domain. In [6], the discriminant classifier is adjusted step by step to the target domain by iteratively deleting the samples from source domain and adding samples from target domain until the final classification function is determined only based on samples from target domain. Most of these methods exploit an iteration scheme to gradually adapt the supervised information of the source domain to the target domain. In [30], the domain-invariant feature and classifier are jointly learnt by optimizing an information-theoretic metric as an proxy to the expected misclassification error on the target domain.

For the existing methods, maximum mean discrepancy, K-L and Bregman divergence are the most commonly used criteria to measure the discrepancy between source and target domains. Recently, low-rank representation constraint is proposed to guide the reduction of discrepancy between domains. In [20], the samples of source domain are mapped into an intermediate representation such that the transformed source domain samples can be linearly reconstructed by target domain samples in lowest rank structure, and then the transformed source samples can be used to learn a classifier for classification in target domain. In [28][29], a common and discriminant subspace is achieved via a low-rank representation constraint, which attempts to ensure that each datum in source domain can be linearly represented by target domain samples. In [21], the samples in source domain are transformed to target domain where each source domain sample can be linearly reconstructed by sparse number of target domain samples. In [11], a high level feature representation is learnt as domain-invariant feature by employing denoising auto-encoder to recover the input instances from both source and target domains, which is expected to characterize the commonality of both domains.

In works [20][28][29], linear transformation is employed to project source domain, target domain or both to a subspace where the samples of one domain can be linearly reconstructed by another domain. The linear reconstruction principle enforces the domain consistency and achieves promising performance. However in many cases the source domain might be quite different from the target domain, and linear transformation can hardly remove the discrepancy completely for further linear reconstruction. The work [11] employs non-linear transformation to model the variations but with no domain consistency constraint, and thus cannot well characterize the commonality of domains. In order to effectively handle the domain discrepancy, we propose a Bi-shifting Auto-Encoder network (BAE) which can shift source domain samples to target domain and also shift the target domain samples to source domain, as shown in Fig. 1. In BAE, the non-linear transformation ensures the feasibility of shifting between domains, and the sparse reconstruction ensures the distribution consistency between the shifted domain and desirable domain. Specifically, our bi-shifting auto-encoder network has one common encoder $f_c$, two decoders $f_s$ and $f_t$ which can map an image to the source and target domain respectively. As a result, the source domain can be shifted to target domain along with its class label, and any supervised method can be applied on shifted source domain to train a classifier for classification in target domain, as the shifted source domain follows similar distribution as target domain.

The reminder of this paper is organized as follows. Sec.
2 presents the proposed bi-shifting auto-encoder network and its optimization. Sec. 3 evaluates the proposed method on three domain adaptation face recognition scenarios, i.e., domain adaptation across view angle, ethnicity and imaging sensor. Finally, a conclusion is given in the last section.

2. Bi-shifting Auto-Encoder

2.1. Notations and Problem

For clear description in the following, we first define some notations. In the whole text, upper-case and lower-case characters represent the matrices and vectors respectively. Unless otherwise specified, the symbols $s$ and $t$ used in the superscript or subscript denotes the source domain and target domain respectively.

In source domain, there are $n_s$ labeled samples in $d$-dimension, denoted as $X_s = [x_1^s, x_2^s, \ldots, x_{n_s}^s] \in \mathbb{R}^{d \times n_s}$, with their class labels $y_s = [y_1^s, y_2^s, \ldots, y_{n_s}^s], y_i^s \in \{1, 2, \ldots, c_s\}$, where $x_i^s \in \mathbb{R}^d \times 1$ is the feature representation of the $i$-th source domain sample, $y_i^s$ is its class label, and $c_s$ is the number of classes in the source domain.

In target domain, there are $n_t$ samples in $d$-dimension without class label, denoted as $X_t = [x_1^t, x_2^t, \ldots, x_{n_t}^t] \in \mathbb{R}^{d \times n_t}$, where $x_i^t \in \mathbb{R}^d \times 1$ is the feature representation of the $i$-th target domain sample.

The problem to deal with is how to learn a model for classification in target domain with only unlabeled samples of target domain $X_t$ and labeled but distributed differently samples of source domain ($X_s, y_s$).

2.2. Auto-Encoder (AE)

For an auto-encoder neural network [3][35] with single hidden layer, it is usually compromised of two parts, encoder and decoder. The encoder, denoted as $\hat{f}$, attempts to map the input $x \in \mathbb{R}^{d \times 1}$ into hidden representations, denoted as $z \in \mathbb{R}^r \times 1$, in which $r$ is the number of neurons in hidden layer. Typically, $\hat{f}$ is a nonlinear transform as follows:

$$z = \hat{f}(x) = s(Wx + b),$$

where $W \in \mathbb{R}^{r \times d}$ is a linear transform, $b \in \mathbb{R}^{r \times 1}$ is the basis and $s(\cdot)$ is the so-called element-wise “activation function”, which is usually non-linear, such as sigmoid function $s(x) = \frac{1}{1+e^{-x}}$ or tanh function $s(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}}$.

The decoder, denoted as $g$, tries to map the hidden representation $z$ back to the input $x$, i.e.,

$$x = g(z) = s(W'z + b'),$$

with $W' \in \mathbb{R}^{d \times r}$ and basis $b' \in \mathbb{R}^{d \times 1}$.

To optimize the parameters $W, b, W'$ and $b'$, usually the least square error is employed as the cost function:

$$\min_{W,b,W',b'} \sum_{i=1}^{N} ||x_i - g(f(x_i)))||_2^2,$$

where $x_i$ represents the $i$th one of $N$ training sample. Due to the non-linearity of encoder and decoder in Eq. (3), it is difficult to solve, and thus the gradient descent algorithm is commonly employed.

2.3. Bi-shifting Auto-Encoder (BAE)

The typical auto-encoder in Eq. (3) tries to reconstruct the input itself, which is usually employed for dimension reduction, or feature learning. Nevertheless, our proposed bi-shifting auto-encoder network attempts to shift samples between domains to deal with the domain discrepancy. As shown in Fig. 1 our bi-shifting auto-encoder network consists of one encoder $f_\ast$, and two decoders, i.e., $g_s$ and $g_t$, which can transform an input sample to source domain and target domain respectively.

Specifically, the encoder $f_\ast$ aims to map an input sample $x$ into hidden feature representation $z$ which is common to both source and target domains as below:

$$z \triangleq f_\ast(x) = \sigma(Wx + b_\ast)$$

The decoder $g_s$ intends to map the hidden representation to source domain, and decoder $g_t$ intends to map the hidden representation to target domain as follows:

$$g_s(z) = \sigma(W_s z + b_s),$$
$$g_t(z) = \sigma(W_t z + b_t),$$

where $s(\cdot)$ is the element-wise nonlinear activation function, e.g., sigmoid or tanh function, $W_s$ and $b_s$ are the parameters for encoder $f_\ast$, $W_t$ and $b_t$ are the parameters for decoder $g_s$, $W_t$ and $b_t$ are the parameters for decoder $g_t$.

For source domain $X_s$, on one hand, with encoder $f_\ast$ and decoder $g_s$, they should be mapped to source domain, i.e., $X_s$ itself. On the other hand, with encoder $f_\ast$ and decoder $g_t$, they should be mapped to target domain. Although it is unknown what the mapped samples look like, they are expected to follow the same distribution as target domain. This kind of distribution consistency between two domains can be characterized by the local structure consistency.

The two domains $X_s$ and $X_t$ can be generally considered to lie on two manifolds $M_s$ and $M_t$, and the distance between the two manifolds can be used to describe the domain discrepancy of them. As indicated in [36], the distance between manifolds can be measured by the distance between instances of both manifolds. Given the instances $x_i^s | i = 1 \text{ to } n_s$ from $M_s$, assume that we can traverse all samplings of $n_s$ instances from $M_t$, then we can get a sampling $x_i^t | i = 1 \text{ to } n_t$ that minimize the distance of $\sum_{i=1}^{n_t} ||x_i^t - x_i^s||^2$, which can be used to depict the distance of the two manifolds. However, actually it is impossible to look through all samplings to get the optimal $x_i^t | i = 1 \text{ to } n_t$. But we have another sampling $X_t$ sampled from the same manifold as $X_t | i = 1 \text{ to } n_t$. This means that each $x_i^t$ can be reconstructed by using its several
neighbors from $X_t$, i.e., $x_t^* = \sum_{k=1}^r b_k x_t^{i_k}$ with $x_t^{i_k}$ as one of the $r$ neighbors. $x_t^* = \sum_{k=1}^r b_k x_t^{i_k}$ can be further formulated as $x_t^* = X_t \beta_t^*$, and $\beta_t^*$ is a sparse vector with the non-zero values corresponding to the local neighbors. Consequently, $\sum_{i=1}^{n_s} \|x_t^* - X_t \beta_t^*\|^2$ can be used to describe the distance between the two domains, where $\beta_t^*$ should be locally sparse. For simplicity, we relax $\beta_t^*$ to be sparse without explicit restriction of the locality, since the non-zeros values from sparsity usually tends to be local.

As shown in Fig. 2, to enforce the shifted source domain and target domain share similar distribution, each mapped source domain sample should be sparsely reconstructed by several neighbors from target domain, formulated as below:

$$g_t(f_t(x_t^*)) = X_t \beta_t^*, \quad s.t., |\beta_t^*|_0 < r,$$  \hspace{1cm} (6)

where $\beta_t^*$ is the sparse coefficients for the reconstruction of shifted source domain sample. Eq. (6) enforces that each local structure of shifted source domain is consistent with that of target domain, which ensures that the shifted source domain follow similar distribution as target domain. The overall objective for the samples of source domain $X_s$ can be formulated as below, with $B_t = [\beta_1, \cdots, \beta_{n_s}]$:

$$\min_{f_s, g_s, \beta_t^*} \|X_s - g_s(f_s(X_s))\|^2 + \|X_t B_t - g_t(f_t(X_t))\|^2$$  \hspace{1cm} (7)

$$s.t., |\beta_t^*|_0 < r,$$

Here, the $g_s(f_s(X_s))$ and $g_t(f_t(X_t))$ represent the matrices of $[g_s(f_s(x_1^s)), g_s(f_s(x_2^s)), \cdots, g_s(f_s(x_{n_s}^s))]$ and $[g_t(f_t(x_1^t)), g_t(f_t(x_2^t)), \cdots, g_t(f_t(x_{n_t}^t))]$ respectively for concise representation. The same simplifications are used hereafter without misunderstanding.

Similarly, for the samples of target domain $X_t$, on one hand, with encoder $f_t$ and decoder $g_t$, they should be mapped to the target domain, i.e., $X_t$ itself. On the other hand, with encoder $f_s$ and decoder $g_s$, they should be mapped to the source domain, where they are constrained to be sparsely reconstructed by several neighbors from source domain, so as to ensure a similar distribution between the source domain and shifted target domain. The overall objective for the samples of target domain $X_t$ can be formulated as below with $B_s = [\beta_1^s, \cdots, \beta_{n_t}^s]$:

$$\min_{f_s, g_s, \beta_t^*, \beta_t^s} \|X_t B_s - g_s(f_s(X_t))\|^2 + \|X_t - g_t(f_t(X_t))\|^2$$  \hspace{1cm} (8)

$$s.t., |\beta_t^*|_0 < r,$$

The $L0$-norm problem in Eq. (7) and Eq. (8) are non-convex and hard to solve, so they are relaxed to $L1$-norm as most existing methods do. Therefore, the objective of the bi-shifting auto-encoder can be formulated as following:

$$\min_{f_s, g_s, g_t, B_t, B_s} \|X_s - g_s(f_s(X_s))\|^2 + \|X_t B_t - g_t(f_t(X_t))\|^2$$

$$+ \|X_t B_s - g_s(f_s(X_t))\|^2 + \|X_t - g_t(f_t(X_t))\|^2$$

$$+ \gamma \left( \sum_{i=1}^{n_s} |\beta_t^i|_1 + \sum_{i=1}^{n_t} |\beta_t^s|_1 \right).$$  \hspace{1cm} (9)

Here, $\gamma$ is a parameter to control the sparsity, i.e., a larger $\gamma$ leads to less samples selected for the sparse reconstruction, and smaller $\gamma$ leads to more samples selected for the sparse reconstruction. Empirically, the first four terms need to be normalized to similar scale to avoid the dominance of some terms. In Eq. (9), the nonlinear mapping function of the encoder and decoders ensures the feasibility of shifting samples from one domain to another, while the sparse reconstruction constraint promises the shifted domain follows similar distribution as the desirable domain.

With Eq. (9), a bi-shifting auto-encoder can be achieved to map any input sample to source and target domains respectively. Especially, the labeled source domain samples, $(X_s, y_s)$, can be shifted to target domain along with its class label as $(G_t, y_s)$, $G_t \triangleq g_t(f_t(X_s))$. The mapped source domain samples $G_t$ share similar distribution as target domain, so any supervised method can be applied to learn a classifier for classification in target domain. In this work, Fisher Linear discriminant analysis (LDA) is employed for supervised dimension reduction and the nearest neighbor classifier for recognition.

### 2.4. Optimization

Eq. (9) is hard to solve due to the complex non-linearity of the encoder and decoder, so the alternating optimization approach is employed to iteratively solve the network $f_s, g_s, g_t$ and sparse reconstruction coefficients $B_s, B_t$.

**STEP 1**: given $f_s, g_s$ and $g_t$, optimize $B_s$ and $B_t$.

When $f_s, g_s$ and $g_t$ are fixed, the objective in Eq. (9) can
be reformulated as below:

\[
\min_{\mathbf{B}_s, \mathbf{B}_t} \| \mathbf{X}_t \mathbf{B}_t - \mathbf{G}_t \|^2 + \| \mathbf{X}_s \mathbf{B}_s - \mathbf{G}_s \|^2 + \gamma \left( \sum_{i=1}^{n_t} |\beta^t_i|^2 + \sum_{i=1}^{n_s} |\beta^s_i|^2 \right)
\]

(10)

with \( \mathbf{g}_t (f_t (\mathbf{X}_t)) \triangleq \mathbf{G}_t = [\mathbf{g}^t_1, \ldots, \mathbf{g}^t_{n_t}] \) and \( \mathbf{g}_s (f_s (\mathbf{X}_s)) \triangleq \mathbf{G}_s = [\mathbf{g}^s_1, \ldots, \mathbf{g}^s_{n_s}] \). In Eq. (10), \( \mathbf{B}_s \) and \( \mathbf{B}_t \) are independent of each other, so they can be optimized independently. Namely, \( \mathbf{B}_s = [\beta^s_1, \ldots, \beta^s_{n_s}] \) can be optimized as:

\[
\min_{\beta^s_i} \| \mathbf{X}_s \beta^s_i - \mathbf{g}^s_i \|^2 + \gamma \sum_{i=1}^{n_s} |\beta^s_i|^2
\]

\[\iff\]

\[
\min_{\beta^s_i} \sum_{i=1}^{n_s} \| \mathbf{X}_s \beta^s_i - \mathbf{g}^s_i \|^2 + \gamma \sum_{i=1}^{n_s} |\beta^s_i|^2
\]

(11)

As seen, \( \beta^t_1, \beta^s_2, \ldots, \beta^s_{n_s} \) in Eq. (11) are also independent of each other, which means each \( \beta^s_i \) can be further separately solved as a lasso problem:

\[
\min_{\beta^s_i} \| \mathbf{X}_s \beta^s_i - \mathbf{g}^s_i \|^2 + \gamma |\beta^s_i|^1
\]

(12)

Eq. (12) can be easily solved by using forward stepwise regression like algorithm, i.e., the least angle regression [9].

Similarly, each \( \beta^t_i \) in \( \mathbf{B}_t \) is also independent of each other and can be separately optimized as below:

\[
\min_{\beta^t_i} \| \mathbf{X}_t \beta^t_i - \mathbf{g}^t_i \|^2 + \gamma |\beta^t_i|^1
\]

(13)

The problem in Eq. (13) can be also easily solved by using the least angle regression algorithm [9].

**STEP 2:** given \( \mathbf{B}_s \) and \( \mathbf{B}_t \), optimize \( f_t, g_s \) and \( g_t \).

When \( \mathbf{B}_s \) and \( \mathbf{B}_t \) are fixed, the objective in Eq. (9) can be reformulated as below:

\[
\min_{f_t, g_s, g_t} \| \mathbf{X}_s - g_s (f_s (\mathbf{X}_s)) \|^2 + \| \mathbf{X}_t - g_t (f_t (\mathbf{X}_t)) \|^2
\]

\[+\]

\[
\| \mathbf{X}_s - \mathbf{g}_s (f_s (\mathbf{X}_s)) \|^2 + \| \mathbf{X}_t - \mathbf{g}_t (f_t (\mathbf{X}_t)) \|^2
\]

(14)

with \( \mathbf{X}_s \mathbf{B}_t \triangleq \mathbf{X}_t \) and \( \mathbf{X}_s \mathbf{B}_s \triangleq \mathbf{X}_s \). Eq. (14) can be easily optimized by gradient descent as the typical auto-encoder.

**STEP 3:** Repeat step 1 and 2 until \( f_t, g_s, g_t \), \( \mathbf{B}_s \) and \( \mathbf{B}_t \) converge or a maximum number of iterations is exceeded.

Before the alternation, the network \( f_t, g_s \) and \( g_t \) are initialized by optimizing the following objective:

\[
\min_{f_t, g_s, g_t, \mathbf{B}_s, \mathbf{B}_t} \| \mathbf{X}_s - g_s (f_s (\mathbf{X}_s)) \|^2 + \| \mathbf{X}_t - g_t (f_t (\mathbf{X}_t)) \|^2
\]

(15)

3. Experiments

In this section, we evaluate the proposed method by comparing with existing methods on three face recognition scenarios: 1) domain adaptation across view angle, where the source and target domains are from different view angles; 2) domain adaptation across ethnicity, where the source and target domains are from different ethnicities, Mongolian and Caucasian; 3) domain adaptation across imaging sensor, where the images in source and target domains are captured under two different sensors, visual light (VIS) and near-infrared light (NIR) sensors. Several competitive approaches are briefly described as below. For all methods, their parameters are tuned to report the best results, and Linear Discriminant Analysis (LDA) is employed for supervised learning or initialization for fair comparison.

**PCA** [11]. Principal Component Analysis is a typical unsupervised method, taken as the baseline by being directly conducted on target domain.

**Source LDA** [1]. Fisher’s Linear Discriminant analysis is a widely-used supervised approach for feature extraction. The LDA trained on the source domain with no adaptation is also tested as a baseline, denoted as “Source LDA”.

**ITL** [50]. Information Theoretical Learning aims at identifying a discriminative subspace where source and target domains are similarly distributed, by optimizing an information theoretic metric as an proxy to the expected misclassification error on target domain. ITL is initialized with random matrix, PCA and LDA respectively, and dimension of the metric is tuned so as to report the best performance.

**SGF** [14]. In Sampling Geodesic Flow approach, a series of intermediate common representations are created by projecting the data onto the sampled intermediate subspaces. With the projected intermediate representation, LDA and 1-NN classifier is employed for classification. The number of sampled subspaces, dimension of subspace, and the dimension of LDA are tuned to report the best results.

**GFK** [14]. Geodesic Flow Kernel models domain shift by integrating an infinite number of subspaces that characterize changes in geometric and statistical properties from the source to target domain. For GFK, the supervised LDA subspace is used as the source subspace, PCA subspace is used as the target subspace, and 1-NN classifier is employed for final classification. The dimension of source subspace and target subspace are tuned to report the best results.

**Landmarks** [12]. This approach automatically discov-
ers the landmarks and use them to bridge the source domain to target domain by constructing provably easier auxiliary domain adaptation tasks. Same as GFK, the supervised LDA subspace is used as the source subspace, PCA subspace is used as the target subspace, and 1-NN is employed for final classification. The dimension of source subspace and target subspace, the scale of which to select the landmarks and the step for scale are tuned to report the best results.

**LTS L** [29]. Low-rank transfer subspace learning projects both source and target data to a generalized subspace where each target sample can be represented by source samples with low-rank constraint. For LTS L, the version with LDA objective is used for comparison. The dimension of PCA, LDA, and the LTS L projection are tuned to report the best results.

**AE** [11]. The auto-encoder attempts to reconstruct the input itself and is trained with all samples from both source and target domains. The hidden representation is expected to characterize some commonality of both domains. As in [11], the hidden representation is used as the domain-invariant feature, and LDA + 1-NN classifier is applied for classification. The number of neurons in hidden layer and the dimension of LDA are tuned to report the best results.

**BAE (Ours)**. Our bi-shifting auto-encoder attempts to shift samples between domains, and the shifted source domain, i.e., \( G_t = g_0(f_c(X_s)) \), share similar distribution as target domain. Base on \( (G_t, y_s) \), LDA + 1-NN classifier is applied for classification. For all experiments, the number of hidden neurons of BAE is set as 1000, the sparsity parameter \( \gamma \) and the dimension of LDA are tuned. The influence of the parameters in scenario of domain adaption across ethnicity are investigated in Fig. 3 of which the experimental setting is same as that in section 3.3. As seen from Fig. 3 a moderate sparsity \( \gamma \) is favorable, as large \( \gamma \) means too few samples selected for the reconstruction leading to information loss while small \( \gamma \) means too many samples selected for the reconstruction leading to loose enforce of the domain consistency. For both AE and BAE, sigmoid activation function is employed.

In all experiments, the face images are aligned according to the manually labeled eye locations, and then normalized to 40x32 pixels on MultiPIE [16], XM2VTS [22] and OFD [37] datasets, but to 32x32 pixels on BUAA dataset [17] as suggested. After this normalization, each image is represented as a column vector by stacking its raw pixels.

For all methods, the training samples consists of two subsets, labeled source domain and unlabeled target domain, and the testing samples are compromised two subsets, gallery set with known identities and probe set of which each sample needs to classify as one identity of the gallery. The probe samples are from the target domain, but the gallery samples can be from either source domain or target domain. The performance is evaluated in terms of rank-1 recognition rate, i.e., the percentage of correctly identified probe samples. For experiments of adaptation across view angle and ethnicity, the gallery samples are from target domain and for experiments of adaptation across imaging sensor, the gallery samples are from source domain. The settings of the three experiments are shown in Table 2.

### 3.1. Domain adaptation across view angle

Domain adaptation across view angle endeavors to adapt the knowledge from one view to another. For this evaluation, the MultiPIE dataset [16] is exploited. It contains images of 337 subjects under various poses, illuminations and expressions. Specifically, a subset including images from all subjects at 7 poses (-45°, -30°, -15°, 0°, 15°, 30°, 45°), with 3 expressions (Neutral, Smile, Disgust), under no flush illumination from 4 collecting sessions is selected as the evaluation dataset. This evaluation dataset is divided into 7 subsets according to view angle. For each view angle, the images of first 200 subjects with about 7 randomly selected images per subject are used for training, and the images of the remaining 137 subjects are used for testing. Among

---

Table 1. Evaluation of domain adaptation across view angle on the MultiPIE dataset.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Source</td>
<td>Target</td>
</tr>
<tr>
<td>View angle</td>
<td>-45°</td>
<td>0°</td>
</tr>
<tr>
<td>Ethnicity</td>
<td>Mon</td>
<td>Cau</td>
</tr>
<tr>
<td>Imaging sensor</td>
<td>VIS</td>
<td>NIR</td>
</tr>
</tbody>
</table>

| Average | 0.675     | 0.690    | 0.668   | 0.698   | 0.800   | 0.795   | 0.690   | 0.675   |

Table 2. An exemplar illustration of training and testing settings.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Source</td>
<td>Target</td>
</tr>
<tr>
<td>View angle</td>
<td>-45°</td>
<td>0°</td>
</tr>
<tr>
<td>Ethnicity</td>
<td>Mon</td>
<td>Cau</td>
</tr>
<tr>
<td>Imaging sensor</td>
<td>VIS</td>
<td>NIR</td>
</tr>
</tbody>
</table>
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the testing images, 1 and 4 images per subject are randomly selected as the gallery and probe images respectively. In summary, for each view angle, 1,383 images from 200 subjects are used as the training set, 137 images from the rest 137 subjects are used as gallery, and 553 images from 137 subjects are used as probes. For each evaluation, the training set with class label from a source view and the training set without label from a target view are used for training, and the gallery and probe sets from target view are used for testing.

The evaluation results are shown in Table 1. As seen from these comparisons, PCA and Source LDA perform the worst as no supervised information or no adaptation is employed. As expected, the domain adaptation methods, e.g., SGF and ITL, achieve much better performance as they exploit the knowledge from both source and target domain via common subspace or domain-invariant feature representation. Furthermore, the GFK and Landmarks outperform SGF, benefited from integrating an infinite number of subspaces. Although LTSL is a linear method, it also performs promising benefited from the low-rank constraint. The Auto-Encoder methods performs better than Source LDA, but slightly worse than GFK, Landmarks and LTSL, as it does not reduce the domain disparity explicitly and thus cannot promise a discriminative commonality. Compared with these method, our BAE performs the best with an improvement up to 4.7% on average, as the non-linearity of auto-encoder coupled with sparse representation constraint can ensure that the shifted source domain follow similar distribution as target domain. The distribution of different layers of BAE is shown in Fig. 4 and some shifted source domain samples can be found in Fig. 5.

### 3.2. Domain adaptation across ethnicity

In many cases, the training samples are from one ethnicity, but the testing samples to classify are from another ethnicity. To explore domain adaptation across ethnicity, the XM2VTS dataset consisting of mainly Caucasian and the Oriented Face Dataset (OFD) consisting of mainly Mongolian are used. The XM2VTS dataset contains 3,440 images of 295 subjects taken over a period of four months with different pose and illumination variations. Eight images with slight pose variation per subject are randomly selected for evaluation. Specifically, for each subject, 4 of the 8 images are randomly selected to form the training set, and the remaining images form the testing set: for each subject, 1 image is enrolled into gallery and the left 3 are used as probes. For OFD dataset, a subset consisting of 800 subjects with 4 images per subject under slight lighting variations are used. The images of the first 400 subjects are used as training data, and images of the rest 400 subjects are used for testing. Specifically, 1 image per subject is randomly selected to form the gallery, and the rest 3 images of each subject are used as the probes.

In summary, for XM2VTS, 1,180 images from 295 subjects are used as training data, 295 images from 295 subjects are used as gallery, and 885 images from 295 subjects are used as probe. For OFD, 1,600 images from 400 subjects are used as training data, 400 images from 400 subjects (one per subject) are used as gallery, and 1,200 images from 400 subjects are used as probes. For both datasets, if one is used as source domain, the training set of this dataset is used along with class label; if the dataset is used as the target domain, the training set is used without class label, the gallery and probe set are used for testing.

The evaluation results are shown in Table 2. As seen, Source LDA performs the worst, SGF, GFK, AE, and Landmarks perform much better as expected. Besides, ITL and LTSL perform even better and the reason we guess is that the discrepancy caused by ethnicity is smaller than view angle which is easier to handle by linear model. Our BAE can further improve the performance up to 5.9% compared with the best performer LTSL. This demonstrates that the discrepancy between the shifted source domain from our BAE and target domain is smaller than that of those domain-

### Table 3. Evaluation of domain adaptation across ethnicity.

<table>
<thead>
<tr>
<th>Method</th>
<th>Cau→Mon</th>
<th>Mon→Cau</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source LDA [1]</td>
<td>0.679</td>
<td>0.676</td>
<td>0.678</td>
</tr>
<tr>
<td>ITL [30]</td>
<td>0.801</td>
<td>0.775</td>
<td>0.788</td>
</tr>
<tr>
<td>SGF+LDA [14]</td>
<td>0.790</td>
<td>0.751</td>
<td>0.771</td>
</tr>
<tr>
<td>GFK (PCA,LDA) [13]</td>
<td>0.738</td>
<td>0.721</td>
<td>0.730</td>
</tr>
<tr>
<td>Landmarks (PCA,LDA) [12]</td>
<td>0.718</td>
<td>0.763</td>
<td>0.741</td>
</tr>
<tr>
<td>LTSL (LDA) [29]</td>
<td>0.791</td>
<td>0.793</td>
<td>0.792</td>
</tr>
<tr>
<td>AE+LDA [11]</td>
<td>0.784</td>
<td>0.786</td>
<td>0.785</td>
</tr>
<tr>
<td>BAE+LDA (Ours)</td>
<td>0.892</td>
<td>0.826</td>
<td>0.859</td>
</tr>
</tbody>
</table>

### Table 4. Evaluation of domain adaptation across imaging sensor.

<table>
<thead>
<tr>
<th>Method</th>
<th>VIS→NIR</th>
<th>NIR→VIS</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source LDA [1]</td>
<td>0.816</td>
<td>0.779</td>
<td>0.798</td>
</tr>
<tr>
<td>ITL [30]</td>
<td>0.858</td>
<td>0.877</td>
<td>0.868</td>
</tr>
<tr>
<td>SGF+LDA [14]</td>
<td>0.841</td>
<td>0.832</td>
<td>0.837</td>
</tr>
<tr>
<td>GFK (PCA,LDA) [13]</td>
<td>0.850</td>
<td>0.867</td>
<td>0.859</td>
</tr>
<tr>
<td>Landmarks (PCA,LDA) [12]</td>
<td>0.859</td>
<td>0.871</td>
<td>0.865</td>
</tr>
<tr>
<td>LTSL (LDA) [29]</td>
<td>0.868</td>
<td>0.878</td>
<td>0.873</td>
</tr>
<tr>
<td>AE+LDA [11]</td>
<td>0.827</td>
<td>0.846</td>
<td>0.837</td>
</tr>
<tr>
<td>BAE+LDA (Ours)</td>
<td>0.904</td>
<td>0.920</td>
<td>0.912</td>
</tr>
</tbody>
</table>
invariant feature from the other methods. Some shifted source domain samples can be found in Fig. 6(a) and Fig. 6(b). Although it is unknown what the shifted source domain samples should look like when transformed into another ethnicity, the shifted source domain samples shown in Fig. 6(a) and Fig. 6(b) seem reasonable as they look alike the target domain samples with crucial characteristics kept as the source domain, such as eyebrows, eyes, and so on.

### 3.3. Domain adaptation across imaging sensor

For face recognition, another important factor that can cause the distribution different is the imaging sensor, e.g., the images captured from visual light (VIS) sensor look different from the images captured from near-infrared light (NIR) sensor. The BUAA dataset [17] is used for evaluating domain adaptation across imaging sensor. The BUAA dataset has 150 subjects, with VIS images and NIR images captured simultaneously. To simulate a real-world scenario, 675 randomly selected VIS images and another 675 NIR images with different variations in pose or expression are used as the evaluation set. Overall, the 675 VIS images and another 675 NIR images from 150 subjects are used as for training and also for testing, in which VIS used as gallery and NIR used as probe, or vice versa.

The evaluation results are shown in Table 3. Similar conclusion can be obtained as that from domain adaptation across ethnicity. Source LDA performs the worst, AE, SGF, GFK, ITL and Landmarks perform better benefited from the consideration of reducing the discrepancy between domains. Furthermore, our BAE outperform all the other methods, demonstrating the effectiveness of shifting samples between domains. Some shifted source domain samples can be found in Fig. 6(c) and Fig. 6(d).

### 4. Conclusions

In this work, we propose a bi-shifting auto-encoder network (BAE), which attempts to shift the samples from one domain to another domain. The nonlinearity of BAE make it feasible to shift the samples between domains which may depart far from each other, and the sparse representation constraint ensures that the shifted source domain from BAE share similar structure as the desirable target domain. As evaluated on three face domain adaptation scenarios, i.e., domain adaptation across view angle, domain adaptation across ethnicity and domain adaptation across imaging sensor respectively, the proposed BAE outperforms the existing methods, and demonstrate that BAE can shift samples between domains and thus effectively deal with the domain discrepancy.
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