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Abstract

Human communication typically has an underlying structure. This is reflected in the fact that in many user generated videos, a starting point, ending, and certain objective steps between these two can be identified. In this paper, we propose a method for parsing a video into such semantic steps in an unsupervised way. The proposed method is capable of providing a “semantic storyline” of the video composed of its objective steps. We accomplish this using both visual and language cues in a joint generative model. The proposed method can also provide a textual description for each of the identified semantic steps. We evaluate this method on a large number of complex YouTube videos and show results of unprecedented quality for this intricate and impactful problem.

1. Introduction

Human communication takes many forms, including language and vision. For instance, explaining “how-to” perform a certain task can be communicated via language (e.g., Do-It-Yourself books) as well as visual (e.g., instructional YouTube videos) information. Regardless of the form, such human-generated communication is generally structured and has a clear beginning, end, and a set of steps in between. Parsing such communication into its semantic steps is the key to understanding structured human activities.

Language and vision provide different, but correlating and complementary information. Challenge lies in that both video frames and language (from subtitles generated via ASR) are only a noisy, partial observation of the actions being performed. However, the complementary nature of language and vision gives the opportunity to understand the activities from these partial observations. In this paper, we present a unified model, incorporating both of the modalities, in order to parse human activities into activity steps with no form of supervision other than requiring videos to be of the same category (e.g., videos retrieved by query cooking eggs, changing tires, etc.).

The key idea in our approach is the observation that the large collection of videos, pertaining to the same activity class, typically include only a few objective activity steps, and the variability is the result of exponentially many ways of generating videos from activity steps through subset selection and time ordering. We study this construction based on the large-scale information available in YouTube in the form of instructional videos (e.g., “Making pancake”, “How to tie a bow tie”). We adopt Instructional videos since they have many desirable properties like the volume of the information (e.g., YouTube has 281,000 videos for “How to tie a bow tie”) and a well-defined notion of activity step. However, the proposed parsing method is applicable to any type of structured videos as long as they are composed of a set of objective steps.

The output of our method can be seen as the “semantic storyline” of a rather long and complex video collection (see Fig. 1). This storyline provides what particular steps are taking place in the video collection, when they are occurring, and what their meaning is (what-when-how). This method also puts videos performing the same overall task in common ground and capture their high-level relations.

In the proposed approach, given a collection of videos, we first generate a set of language and visual atoms. These atoms are the result of relating object proposals from each frame as well as detecting the frequent words from subtitles. We then employ a generative beta process mixture model, which identifies the activity steps shared among the videos of the same category based on a representation us-
ing learned atoms. The discovered steps are found to be highly correlating with semantic steps since the semantics are the strongest common structure among all of the videos of one category. In our method, we use neither any spatial or temporal label on actions/steps nor any labels on object categories. We later learn a Markov language model to provide a textual description for each of the activity steps based on the language atoms it frequently uses.

2. Related Work

Three aspects differentiate this work from the majority of existing techniques: 1) discovering semantic steps from a video category, 2) being unsupervised, 3) adopting a multimodal joint vision-language model for video parsing. A thorough review of the related literature is provided below.

Video Summarization: Summarizing an input video as a sequence of key frames (static) or video clips (dynamic) is useful for both multimedia search interfaces and retrieval purposes. Early works in the area are summarized in [59] and mostly focus on choosing keyframes for visualization.

Summarizing videos is particularly important for long sequences like ego-centric videos and news reports [35, 38, 50]; however, these methods mostly rely on characteristics of the application and do not generalize.

Summarization is also applied to the large image collections by recovering the temporal ordering and visual similarity of images [26], and by Gupta et al. [17] to videos in a supervised framework using annotations of actions. These collections are also used to choose important scenes for key-frame selection [24] and further extended to video clip selection [25, 48]. Unlike all of these methods which focus on forming a set of key frames/clips for a compact summary (which is not necessarily semantically meaningful), we provide a fresh approach to video summarization by performing it through semantic parsing on vision and language. However, regardless of this dissimilarity, we experimentally compare our method against them.

Modeling Visual and Language Information: Learning the relationship between the visual and language data is a crucial problem due to its immense applications. Early methods [4] in this area focus on learning a common multimodal space in order to jointly represent language and vision. They are further extended to learning higher level relations between object segments and words [54]. Similarly, Zitnick et al. [63, 62] used abstracted clip-arts to understand spatial relations of objects and their language correspondences. Kong et al. [28] and Fidler et al. [13] both accomplished the task of learning spatial reasoning using the image captions. Relations extracted from image-caption pairs, are further used to help semantic parsing [51] and activity recognition [41]. Recent works also focus on automatic generation of image captions with underlying ideas ranging from finding similar images and transferring their captions [45] to learning language models conditioned on the image features [27, 55, 12]; their employed approach to learning language models is typically either based on graphical models [12] or neural networks [55, 27, 23].

All aforementioned methods use supervised labels either as strong image-word pairs or weak image-caption pairs, while our method is fully unsupervised.

Activity/Event Recognition: The literature of activity recognition is broad. The closest techniques to ours are either supervised or focus on detecting a particular (and often short) action in a weakly/unsupervised manner. Also, a large body of action recognition methods are intended for trimmed videos clips or remain limited to detecting very short actions [30, 56, 42, 33, 11, 51]. Even though some recent works attempted action recognition in untrimmed videos [21, 44, 20], they are mostly fully supervised.

Additionally, several method for localizing instances of actions in rather longer video sequences have been developed [10, 18, 34, 6, 47]. Our work is different from those in terms of being multimodal, unsupervised, applicable to a video collection, and not limited to identifying predefined actions or the ones with short temporal spans. Also, the previous works on finding action primitives such as [42, 60, 19, 32, 31] are primarily limited to discovering atomic sub-actions, and therefore, fail to identify complex and high-level parts of a long video.

Recently, event recounting has attracted much interest and intends to identify the evidential segments for which a video belongs to a certain class [57, 9, 3]. Event recounting is a relatively new topic and the existing methods mostly employ a supervised approach. Also, their end goal is to identify what parts of a video are highly related to an event, and not parsing the video into semantic steps.

Recipe Understanding: Following the interest in community generated recipes in the web, there have been many attempts to automatically process recipes. Recent methods on natural language processing [40, 58] focus on semantic parsing of language recipes in order to extract actions and the objects in the form of predicates. Tenorth et al. [58] further process the predicates in order to form a complete logic plan. The aforementioned approaches focus only on the language modality and they are not applicable to the videos. The recent advances [5, 7] in robotics use the parsed recipe in order to perform cooking tasks. They use supervised object detectors and report a successful autonomous experiment. In addition to the language based approaches, Malmaud et al. [39] consider both language and vision modalities and propose a method to align an input video to a recipe. However, this method can not extract the steps automatically and requires a ground truth recipe to align. On the contrary, our method uses both visual and language modalities and extracts the actions while autonomously discovering the steps. Also, [15] generates multi-modal recipes from expert demonstrations. However, it is developed only for the domain of “teaching user interfaces” and are not ap-
applicable to videos.

3. Overview

Given a large video-collection, our algorithm starts with learning a set of visual and language atoms which are further used for representing multimodal information (Section 4). These atoms are designed to be more likely to correspond to the mid-level semantic concepts like actions and objects. In order to learn visual atoms, we generate object proposals and cluster them into mid-level atoms. Whereas, for the language atoms we simply use the salient and frequent words in the subtitles. After learning the atoms, we represent the multi-modal information in each frame based on the occurrence statistics of the atoms (Section 4); Given the sequence of multi-modal frame representations, we discover a set of clusters occurring over multiple videos using a non-parametric Bayesian method (Section 5.1). We expect these clusters to correspond to the activity steps which construct the high level activities. Our empirical results confirm this as the resulting clusters significantly correlates with the activity steps.

4. Forming the Multi-Modal Representation

Finding the set of activity steps over large collection of videos having large visual varieties requires us to represent the semantic information in addition to the low-level visual cues. Hence, we find our language and visual atoms by using mid-level cues like object proposals and frequent words.

Learning Visual Atoms: In order to learn visual atoms, we create a large collection of proposals by independently generating object proposals from each frame of each video. These proposals are generated using the Constrained Parametric Min-Cut (CPMC) [8] algorithm based on both appearance and motion cues. We note the kth proposal of tth frame of jth video as r(i)tk. Moreover, we drop the video index (i) if it is clearly implied in the context.

In order to group this object proposals into mid-level visual atoms, we follow a clustering approach. Although any graph clustering approach (e.g., Keysegments [36]) can be applied for this, the joint processing of a large video collection requires handling large visual variability among multiple videos. We propose a new method to jointly cluster object proposals over multiple videos in Section 5. Each cluster of object proposals correspond to a visual atom.

Learning Language Atoms: We define the language atoms as the salient words which occur more often than their ordinary rates based on the tf-idf measure. The document is defined as the concatenation of all subtitles of all frames of all videos in the collection. Then, we follow the classical tf-idf measure and use it as tf-idf(w, D) = f(w, D) × log (1 + Nw/N) where w is the word we are computing the tf-idf score for, f(w, D) is the frequency of the word in the document D, N is the total number of video collections we are processing, and Nw is the number of video collections whose subtitle include the word w.

We sort words with their “tf-idf” values and choose the top K words as language atoms (K = 100 in our experiments). As an example, we show the language atoms learned for the category making scrambled egg in Figure 2.

Representing Frames with Atoms: After learning the visual and language atoms, we represent each frame via the occurrence of atoms (binary histogram). Formally, the representation of the tth frame of the jth video is denoted as yt(i) and computed as yt(i) = [ytoi, ytv] such that kth entry of the ytoi is 1 if the subtitle of the frame has the kth language atom and 0 otherwise. ytv is also a binary vector similarly defined over visual atoms. We visualize the representation of a sample frame in the Figure 3.

![Figure 2: We learn language and visual atoms to represent multimodal information. Language atoms are frequent words and visual atoms are the clusters of object proposals.](image)

![Figure 3: Representation for a sample frame. Three of the object proposals of sample frame are in the visual atoms and three of the words are in the language atoms.](image)
In order to satisfy these requirements, we propose a joint extension to spectral clustering. Note that the purpose of this clustering is generating atoms where each clusters represents an atom.

**Basic Graph Clustering:** Consider the set of object proposals extracted from a single video \{r_{k}^{i}\}, and a pairwise similarity metric \(d(\cdot, \cdot)\) for them. Single cluster graph partitioning (SCGP)\[43\] approach finds the dominant cluster which maximizes the intra-cluster similarity:

\[
\arg \max_{x^{i}_{k}} \sum_{(k_{1}, t_{1}), (k_{2}, t_{2}) \in K \times T} x^{i}_{k_{1}} x^{i}_{k_{2}} d(r^{i}_{k_{1}}, r^{i}_{k_{2}}),
\]

where \(x^{i}_{k}\) is a binary variable which is 1 if \(r^{i}_{k}\) is included in the cluster, \(T\) is the number of frames and \(K\) is the number of clusters per frame. Adopting the vector form of the indicator variables as \(x_{K \times K} = x^{i}_{k}\) and the pairwise distance matrix as \(A_{k_{1}K + k_{2}} = d(r^{i}_{k_{1}}, r^{i}_{k_{2}})\), equation (1) can be compactly written as \(\arg \max_{x} x^{T} A x\). This can be solved by finding the dominant eigenvector of \(x\) after relaxing \(x_{k_{i}}\) to [0, 1] \[43, 46\]. Upon finding the cluster, the members of the selected cluster are removed from the collection and the same algorithm is applied to find remaining clusters.

**Joint Clustering:** Our extension of the SCGP into multiple videos is based on the assumption that the key objects occur in most of the videos. Hence, we re-formulate the problem by enforcing the homogeneity of the cluster over all videos.

We first create a kNN graph of the videos based on the distance between their textual descriptions. We use the \(\chi^{2}\) distance of the bag-of-words computed from the video description. We also create the kNN graph of object proposals in each video based on the pretrained "fc7" features of AlexNet \[29\]. This hierarchical graph structure is visualized in Figure 4 for three videos samples. After creating this graph, we impose both "inter-video" and "intra-video" similarity among the object proposals of each cluster. Main rationale behind this construction is having a separate notion of distance for inter-video and intra-video relations since the visual similarity decreases drastically for inter-video ones.

Given the intra-video distance matrices \(A^{(i)}\), the binary indicator vectors \(x^{(i)}\), and the inter-video distance matrices as \(A^{(i,j)}\), we define our optimization problem as:

\[
\arg \max \sum_{i \in N} x^{(i)}^{T} A^{(i)} x^{(i)} - \sum_{i \in N} \sum_{j \in N(i)} x^{(i)}^{T} A^{(i,j)} x^{(j)} + x^{(i)}^{T} A^{(i)} x^{(i)},
\]

where \(N(i)\) is the neighbours of the video \(i\) in the kNN graph, \(\mathbf{1}\) is vector of ones and \(N\) is the number of videos.

Although we cannot use the efficient eigen-decomposition approach from \[43, 46\] as a result of the modification, we can use Stochastic Gradient Descent as the cost function is quasi-convex when relaxed. We use the SGD with the following analytic gradient function:

\[
\nabla x^{(i)} = \frac{2A^{(i)} x^{(i)} - 2x^{(i)} r^{(i)}}{x^{(i)}^{T} x^{(i)}} + \sum_{i \in N} A^{(i)} x^{(j)} - x^{(j)}^{T} A^{(i,j)} x^{(j)} + x^{(j)}^{T} A^{(i,j)} x^{(j)}
\]

where \(r^{(i)} = \frac{x^{(i)}^{T} A^{(i)} x^{(i)}}{x^{(i)}^{T} x^{(i)}}\) and \(r^{(i,j)} = \frac{x^{(i)}^{T} A^{(i,j)} x^{(j)}}{x^{(i)}^{T} x^{(i)}}\).

We iteratively use the method to find clusters, and stop after the \(K\) clustered are found as the remaining object proposals were deemed not relevant to the activity. Each cluster corresponds to a visual atom for our application.

In Figure 5, we visualize some of the atoms (i.e., clusters) we learned for the query How to Hard Boil an Egg?. As apparent in the figure, the resulting atoms are highly correlated and correspond to semantic objects & concepts regardless of their significant intra-class variability.

**5.1. Unsupervised Parsing**

In this section, we explain the model which we use to discover the activity steps from a video collection given the language and visual atoms. We note the extracted representation of the frame \(t\) of video \(i\) as \(y^{(i)}_{t}\). We model our algorithm based on activity steps and note the activity label of the \(t^{th}\) frame of the \(t^{th}\) video as \(z^{(i)}_{t}\). We do not fix the number of activities and thus use a non-parametric approach.
In our model, each activity step is represented over the atoms as the likelihood of including them. In other words, each activity step is a Bernoulli distribution over the visual and language atoms as \( \theta_k = [\theta_k^v, \theta_k^l] \) such that \( m \) th entry of the \( \theta_k \) is the likelihood of observing \( m \) th language atom in the frame of an activity \( k \). Similarly, \( m \) th entry of the \( \theta_k^v \) represents the likelihood of seeing \( m \) th visual atom. In other words, each frame’s representation \( y^{(i)}_t \) is sampled from the distribution corresponding to its activity as \( y^{(i)}_t | z^{(i)}_t = k \sim \text{Ber}(\theta_k) \). As a prior over \( \theta \), we use its conjugate distribution – Beta distribution.

Given the model above, we explain the generative model which links activity steps and frames in Section 5.1.1.

### 5.1.1 Beta Process Hidden Markov Model

For the understanding of the time-series information, Fox et al. [14] proposed the Beta Process Hidden Markov Models (BP-HMM). In BP-HMM setting, each time-series exhibits a subset of available features. Similarly, in our setup each video exhibits a subset of activity steps.

Our model follows the construction of Fox et al. [14] and differs in the choice of probability distributions since [14] considers Gaussian observations while we adopt binary observations of atoms. In our model, each video \( i \) chooses a set of activity steps through an activity step vector \( f^{(i)} \) such that \( f^{(i)}_k = 1 \) if \( i \) th video has the activity step \( k \), and 0 otherwise. When the activity step vectors of all videos are concatenated, it becomes an activity step matrix \( F \) such that \( i \) th row of the \( F \) is the activity step vector \( f^{(i)} \). Moreover, each activity step \( k \) also has a prior probability \( b_k \) and a distribution parameter \( \theta_k \) which is the Bernoulli distribution as we explained in the Section 5.1.

In this setting, the activity step parameters \( \theta_k \) and \( b_k \) follow the beta process as:

\[
B | B_0, \gamma, \beta \sim \text{BP} (\beta, \gamma B_0), B = \sum_{k=1}^{\infty} b_k \delta_{\theta_k} \tag{4}
\]

where \( B_0 \) and the \( b_k \) are determined by the underlying Poisson process [16] and the feature vector is determined as independent Bernoulli draws as \( f^{(i)}_k \sim \text{Ber}(b_k) \). After marginalizing over the \( b_k \) and \( \theta_k \), this distribution is shown to be equivalent to Indian Buffet Process (IBP) [16]. In the IBP analogy, each video is a customer and each activity step is a dish in the buffet. The first customer (video) chooses a Poisson(\( \gamma \)) unique dishes (activity steps). The following customer (video) \( i \) chooses previously sampled dish (activity step) \( k \) with probability \( \frac{m_k}{\gamma} \), proportional to the number of customers (\( m_k \)) chosen the dish \( k \), and it also chooses Poisson(\( \frac{\lambda}{\gamma} \)) new dishes (activity steps). Here, \( \gamma \) controls the number of selected activities in each video and \( \beta \) promotes the activities getting shared by videos.

The above IBP construction represents the activity step discovery part of our model. In addition, we need to model the video parsing over discovered steps; these two need to be modeled jointly. We model the each video as an Hidden Markov Model (HMM) over the selected activity steps. Each frame has the hidden state – activity step – (\( z^{(i)}_t \)) and we observe the multi-modal frame representation \( y^{(i)}_t \). Since we model each activity step as a Bernoulli distribution, the emission probabilities follow the Bernoulli distribution as \( p(Y^{(i)}_t | z^{(i)}_t = k) = \text{Ber}(\theta^{(i)}_k) \).

For the transition probabilities of the HMM, we do not put any constraint and simply model it as any point from a probability simplex which can be sampled by drawing a set of Gamma random variables and normalizing them [14]. For each video \( i \), a Gamma random variable is sampled for the transition between activity step \( j \) and activity step \( k \) if both of the activity steps are included in the video (\( i.e. \) if \( f^{(i)}_j \) and \( f^{(i)}_k \) are both 1). After sampling these random variables, we normalize them to make transition probabilities to sum to 1. This procedure can be represented formally as

\[
\eta^{(i)}_{j,k} \sim \text{Gam}(\alpha + \kappa \delta_{j,k}, 1), \quad \pi^{(i)}_j = \frac{\eta^{(i)}_{j,k} \circ f^{(i)}_j}{\sum_k \eta^{(i)}_{j,k} f^{(i)}_j}, \tag{5}
\]

where \( \kappa \) is the persistence parameter promoting the self state transitions a.k.a. more coherent temporal boundaries, \( \circ \) is the element-wise product, and \( \pi^{(i)}_j \) is the transition probabilities in video \( i \) from activity step \( j \) to other steps. This model is also presented as a graphical model in Figure 6.

**Figure 6:** Graphical model for BP-HMM: The left plate represent the activity steps and the right plate represent the videos. (\( i.e. \) the left plate is for the activity step discovery and right plate is for parsing.) See Section 5.1.1 for details.

### 5.1.2 Gibbs sampling for BP-HMM

We employ Markov Chain Monte Carlo (MCMC) method for learning and inference of the BP-HMM. We base our algorithms on the MCMC procedure proposed by Fox et al. [14]. Our sampling procedure composed of two samplers: (1) activity step \( f^{(i)}_k \) sampler from the current activity step distributions \( \theta_k \) and multi-modal frame representations \( y^{(i)}_k \), (2) and HMM parameter \( \eta, \pi, \theta_k \) sampler from the
selected activities $f^{(i)}$. Intuitively, we iterate over discovering activity steps given the temporal activity labels and estimating activity labels given the discovered activities. We give the details of this sampler in [1].

6. Experiments

In order to experiment the proposed method, we first collected a dataset (details in Section 6.1). We labelled a small part of the dataset with frame-wise activity step labels and used the resulting set as a test corpus. Neither the set of labels, nor the temporal boundaries are exposed to our algorithm since the setup is completely unsupervised. We evaluate our algorithm against the several unsupervised clustering baselines and state-of-the-art algorithms from video summarization literature which are applicable.

6.1. Dataset

We use WikiHow [2] to obtain the top100 queries the internet users are interested in and choose the ones which are related to the physical world. Resulting queries are; How to Bake Boneless Skinless Chicken, Tie a Tie, Clean a Coffee Maker, Make Jello Shots, Cook Steak, Bake Chicken Breast, Hard Boil an Egg, Make Yogurt, Make a Milkshake, Make Beef Jerky, Make Scrambled Eggs, Broil Steak, Cook an Omelet, Make Ice Cream, Make Pancakes, Remove Gum from Clothes, Unclog a Bathtub Drain

For each of the queries, we crawled YouTube and got the top 100 videos. We also downloaded the English subtitles if they exist. For the test set, we randomly choose 5 videos out of 100 per query.

6.1.1 Outlier Detection

Since we do not have any expert intervention in our data collection, the resulting collection might have outliers, mainly due to fact that our queries are typical daily activities and there are many cartoons, funny videos, and music videos about them. Hence, we have an automatic coarse filtering stage. The key-idea behind the filtering algorithm is the fact that instructional videos have a distinguishable text descriptions when compared with outliers. Hence, we use a clustering algorithm to find the dominating cluster of instructional videos free of outliers. Given a large video collection, we use the graph, explained in Section 5, and compute the dominant video cluster by using the Single Cluster Graph Partitioning [43] and discard the remaining videos as outlier. In Figure 7, we visualize some of the discarded videos. Although our algorithm have a few percentage of false positives while detecting outliers, we always have enough number of videos (minimum 50) after the outlier detection, thanks to the large-scale dataset.

6.2. Qualitative Results

After independently running our algorithm on all categories, we discover activity steps and parse the videos according to discovered steps. We visualize some of these categories qualitatively in Figure 8 with the temporal parsing of evaluation videos as well as the ground truth parsing.

To visualize the content of each activity step, we display key-frames from different videos. We also train a 3rd order Markov language model [53] using the subtitles and employ it to generate a caption for each step by sampling this model conditioned on the $\theta_k$. We explain the details in [1].

As shown in the Figures 8a and 8b, resulting steps are semantically meaningful; hence, we conclude that there is enough language context within the subtitles in order to detect activities. However, some of the activity steps occur together and our algorithm merges them into a single step as a result of promoting sparsity.

6.3. Quantitative Results

We compare our algorithm with the following baselines. Low-level features (LLF): In order to experiment the effect of learned atoms, we compare them low-level features. As features, we use the Fisher vector representation of Dense Trajectory like features (HOG, HOF, and MBH) [22].

Single modality: To experiment the effect of multi-modal approach, we compare with single modalities by only using the atoms of one modality.

Hidden Markov Model (HMM): To experiment the effect of joint generative model, we compare our algorithm with an HMM (using the Baum-Welch [39] via cross-validation).

Kernel Temporal Segmentation [48]: Kernel Temporal Segmentation (KTS) proposed by Potapov et al. [48] can detect the temporal boundaries of the events/activities in the video from a time series data without any supervision. It enforces a local similarity of each resultant segment.

Given parsing results and the ground truth, we evaluate both the quality of temporal segmentation and the activity step discovery. We base our evaluation on two widely used metrics; intersection over union (IOU) and mean average precision (mAP). IOU measures the quality of temporal segmentation and it is defined as: 

$$\text{IOU} = \frac{\sum_{i=1}^{N} \tau^+_i \cap \tau^-_i}{\sum_{i=1}^{N} \tau^+_i + \sum_{i=1}^{N} \tau^-_i}$$

where $N$ is the number of segments, $\tau^+_i$ is ground truth segment and $\tau^-_i$ is the detected segment. mAP is defined per activity step and can be computed based on a precision-recall curve [21]. In order to adopt these metrics into unsupervised setting, we use cluster similarity measure (csm) [37] which enables us to...
use any metric in unsupervised setting. It chooses a matching of ground truth labels with predicted labels by searching over matchings and choosing the ones giving highest score. Therefore, \( mAP_{csm} \) and \( IOU_{csm} \) are our final metrics.

**Accuracy of the temporal parsing.** We compute, and plot in Figure 9, the \( IOU_{csm} \) values for all competing algorithms and all categories. We also average over the categories and summarize the results in the Table 1. As the Figure 9 and Table 1 suggest, proposed method consistently outperforms the competing algorithms and its variations. One interesting observation is the importance of both modalities reflected in the dramatic difference between the accuracy of our method and its single modal versions.

Moreover, the difference between our method and HMM...
and their average over caption:

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>w/ LLF</th>
<th>w/Sem</th>
<th>HMM w/ LLF</th>
<th>w/Sem</th>
<th>Ours w/ LLF</th>
<th>w/o Vis</th>
<th>Ours w/o Lang</th>
<th>Ours w/o Vis</th>
<th>Ours w/o Lang</th>
<th>Ours full</th>
</tr>
</thead>
<tbody>
<tr>
<td>KTS [49]</td>
<td>16.80</td>
<td>28.01</td>
<td>30.84</td>
<td>37.69</td>
<td>33.16</td>
<td>36.50</td>
<td>29.91</td>
<td>52.36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sem</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Average IOU\textsubscript{cms} and mAP\textsubscript{cms} over all categories.

Table 2: Semantic mean-average-precision mAP\textsubscript{sem}.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>w/ LLF</th>
<th>w/Sem</th>
<th>HMM w/ LLF</th>
<th>w/Sem</th>
<th>Ours w/ LLF</th>
<th>w/o Vis</th>
<th>Ours w/o Lang</th>
<th>Ours w/o Vis</th>
<th>Ours w/o Lang</th>
<th>Ours full</th>
</tr>
</thead>
<tbody>
<tr>
<td>HMM</td>
<td>6.44</td>
<td>24.83</td>
<td>7.28</td>
<td>28.93</td>
<td>14.83</td>
<td>39.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sem</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

is also significant. We believe this is due to the ill-posed definition of activities in HMM since the granularity of the activity steps is subjective. In contrast, our method starts with the well-defined definition of finding set of steps which generate the entire collection. Hence, our algorithm do not suffer from granularity problem.

Coherency and accuracy of activity step discovery. Although IOU\textsubscript{cms} successfully measures the accuracy of the temporal segmentation, it can not measure the quality of discovered activities. In other words, we also need to evaluate the consistency of the activity steps detected over multiple videos. For this, we use unsupervised version of mean average precision mAP\textsubscript{cms}. We plot the mAP\textsubscript{cms} values per category in Figure 10 and their average over categories in Table 1. As the Figure 10 and the Table 1 suggests, our proposed method outperforms all competing algorithms. One interesting observation is the significant difference between semantic and low-level features. Hence, our mid-level features play a key role in linking videos.

Semantics of activity steps. In order to evaluate the role of semantics, we performed a subjective analysis. We concatenated the activity step labels in the ground-truth into a label collection. Then, we ask non-expert users to choose a label for each discovered activity for each algorithm. In other words, we replaced the maximization step with subjective labels. We designed our experiments in a way that each clip received annotations from 5 different users. We randomized the ordering of videos and algorithms during the subjective evaluation. Using the labels provided by subjects, we compute the mean average precision (mAP\textsubscript{sem}).

Both mAP\textsubscript{cms} and mAP\textsubscript{sem} metrics suggest that our method consistently outperforms the competing ones. There is only one recipe in which our method is outperformed by our baseline of no visual information. This is mostly because of the specific nature of the recipe *How to tie a tie?*. In such videos the notion of object is not useful since all videos use a single object -tie-.

The importance of each modality. As shown in Figure 9 and 10, the performance, consistently across all categories, drops when any of the modalities is ignored. Hence, the joint usage is necessary. One interesting observation is the fact that using only language information performed slightly better than using only visual information. We believe this is due to the less intra-class variance in the language modality *(i.e., people use same words for same activities)*. However, it lacks many details(less complete) and is more noisy than visual information. Hence these results validate the complementary nature of language and vision.

Generalization to generic structured videos We experiment the applicability of our method beyond How-To videos by evaluating it on non-How-To categories. In Figure 11, we visualize the results for the videos retrieved using the query “Travel San Francisco”. We showed some of the discovered activities as well as the timeline for five randomly selected videos. The resulting clusters follow semantically meaningful activities and landmarks and show the applicability of our method beyond How-To queries. It is interesting to note that Chinatown and Clement St ended up in the same cluster; considering the fact that Clement St is known for its Chinese food, this shows successful utilization of semantic connections.

7. Conclusions

In this paper, we tried to capture the underlying structure of human communication by jointly considering visual and language cues. We experimentally validated that given a large-video collection having subtitles, it is possible to discover activities without any supervision over activities or objects. Experimental evaluation also suggested the available noisy and incomplete information is powerful enough to not only discover activities but also describe them. We also think that the resulting discovered knowledge can be effectively used in many domains like multimedia interfaces and robot knowledge bases [52].
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