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Abstract

Multiple-instance learning (MIL) has served as an im-

portant tool for a wide range of vision applications, for

instance, image classification, object detection, and visu-

al tracking. In this paper, we propose a novel method to

solve the classical MIL problem, named relaxed multiple-

instance SVM (RMI-SVM). We treat the positiveness of in-

stance as a continuous variable, use Noisy-OR model to en-

force the MIL constraints, and jointly optimize the bag label

and instance label in a unified framework. The optimiza-

tion problem can be efficiently solved using stochastic gra-

dient decent. The extensive experiments demonstrate that

RMI-SVM consistently achieves superior performance on

various benchmarks for MIL. Moreover, we simply applied

RMI-SVM to a challenging vision task, common object dis-

covery. The state-of-the-art results of object discovery on

Pascal VOC datasets further confirm the advantages of the

proposed method.

1. Introduction

Exploring big visual data is a new trend in computer vi-

sion in recent years [29, 9, 5]. Especially, with the devel-

opment of deep learning, the performances of many large-

scale visual recognition tasks have been significantly im-

proved. However, the supervised deep learning methods,

e.g., deep convolutional neural networks (DCNN) [18], rely

heavily on the huge number of human-annotated data that

are non-trivial to get. Finely labeled images/videos, which

have pixel-level labels and bounding-box labels, are very

limited and expensive. However, there are hundreds times

of weakly labeled visual data that have image-level labels or

noisy labels. For example, we can extract image label from

its text caption on Flickr [15]. How to use the weakly la-

beled visual data for object recognition is a quite important

research problem.
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Figure 1. Iteratively discover the locations of objects using the pro-

posed RMI-SVM algorithm. 1st row: The top 100 object proposals

detected by Edgebox [38]. 2nd row: Randomly initialized object

locations in iteration 0. 3rd - 6th rows: The detected object loca-

tions in iteration 100, 500, 1000, and 2000, respectively. The blue

boxes show the object proposals, the red boxes show the detect-

ed objects that do not enough overlap with ground-truth, and the

green boxes show the detected objects that own enough overlap

with ground-truth. (Best viewed in color.)

The multiple-instance learning (MIL), proposed by Di-

etterich et al. [11] for the purpose of drug activity predic-

tion, is a popular tool for exploring sematic information in

weakly labeled visual data. In MIL, instead of being given

the labels of each individual instance, the learner receives a

set of labeled bags, each containing plenty of instances. In

the binary-classification task, a bag may be labeled as pos-

itive if at least one instance is positive. On the other hand,

a bag will be labeled as negative if none of the instances

is positive. Typically, we can regard an image/video as a
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bag, and a patch/cube inside as an instance. Objects of in-

terest are considered as positive instances, and the rest are

considered as negative instances. Besides of learning bag

distribution, we expect MIL can infer the label of instance

to find objects of interest. However, not all MIL algorithms

can reach this goal; most of them only focus on bag classi-

fication [11, 36, 32].

Selecting positive instances and learning a discrimina-

tive/generative instance model to classify bag is a popular

way for solving MIL problem in computer vision. For ex-

ample, online multiple-instance Boosting was applied for

robust visual tracking in [3]; multiple instance SVM [1]

was used to learn deformable object detector [16], which

is also called latent SVM; and, unsupervised multiple in-

stance Boosting was developed for multi-class learning in

[37]. However, these existing methods all treat instance se-

lection and model learning as two separated procedures, and

use EM-style algorithm for optimization. In this paper, we

propose a unified framework to jointly optimize the label

of instance and learn instance model by taking the advan-

tage of relaxing the discrete instance label and stochastic

gradient descent. The MIL constraints are formulated using

a Noisy-OR model. The instance model is a simple lin-

ear SVM model which allows fast training and prediction.

The optimization problem can be efficiently solved using s-

tochastic gradient descend algorithm, and is very robust to

initialization in practical applications.

As shown in Fig. 1, the proposed MIL algorithm can be

applied to object discovery, which is also called weakly-

supervised object location and object co-localization. At

first, we obtain hundreds of object proposals using the

Edgebox [38] and extract the deep feature for each propos-

al using DCNN [18] in each image. Then, The proposed

RMI-SVM algorithm is able to gradually find the true object

location from the initialization location which is randomly

selected. In the procedure of training RMI-MIL, we get

exact object locations; besides, the learned instance model

(object model) can be even used for object detection in un-

seen images. Our object discovery method is clean, simple

but effective. It uses the off-shelf Edgebox object propos-

als and DCNN features. After feature extraction is done, it

takes about 35 minutes using a single CPU to discover all

the 20 classes in the Pascal VOC 2007 dataset. In the exper-

iments, RMI-SVM shows superior performance when com-

pared to both other MIL algorithms and the state-of-the-art

object discovery methods.

To summarize, our main contributions are three folds: 1)

a novel MIL formulation that relaxes the MIL constraints

into convex program; 2) a fast and robust MIL solution vi-

a SGD; 3) an effective weakly-supervised object discovery

based on the proposed RMI-SVM, which can obtain the

state-of-the-art performance on the challenging Pascal 2007

dataset.

2. Related Work

Multiple-instance learning was firstly proposed by Di-

etterich et al. [11] for drug activity prediction. After that,

since it is very useful in both machine learning and com-

puter vision, lots of MIL algorithms have been proposed.

Some of the typical methods are briefly introduced as fol-

lows: The diverse density (DD) method [21] tackles MIL

by finding regions in the instance space with instances from

many different positive bags and few instances from nega-

tive bags. In [35], DD is refined using expectation maxi-

mization (EM). In DD-SVM [7], instance prototype is ex-

tracted based on DD function in the instance feature space,

followed by a nonlinear mapping to project each bag to a

point in the bag feature space. miSVM and MILBoost were

proposed in [1] and [34] in which they train SVM and boost-

ing classifier for instances respectively. Recent work on

MIL includes: representing the bags as graphs and explic-

itly modeling the relationships between instances within a

bag in [36], studying the problem if there are infinite num-

ber of instances in a bag in [2], mining key instances from a

citer kNN graph for bag classification [20], building a deep

learning framework in a weakly supervised setting [33], and

using bag-of-word model to solve large-scale MIL problem

[32].

MIL is highly related to and plays an important role

in many visual recognition tasks, especially in weakly-

supervised object discovery, for example, person head dis-

covery [34], object part discovery [12, 16], object class dis-

covery [37]. For generic object discovery in the wild, MIL

also works very well. A generative and convex MIL al-

gorithm was proposed in [31] for object discovery based

salient object detection. Very recently, MIL is trained on

the top of DCNN to discover object for automatically im-

age captioning [15].

Object discovery has recently drawn lots of attentions.

Top-down segmentation priors based object detector is com-

bined for pixel-level object discovery in [5]. A part-based

matching between object proposals is proposed for unsuper-

vised object discovery in [8]. A multi-fold MIL is designed

for object discovery in [9]. And, a joint box-image formu-

lation is proposed in [29] and applied for large-scale object

discovery on the ImageNet dataset. Different from the exist-

ing object discovery methods, our object discovery method

utilizes the proposed novel RMI-SVM, Edgebox and off-

the-shelf DCNN feature to construct an end-to-end system,

in which all the components are very efficient and effective.

3. Relaxed Multiple-Instance SVM

3.1. MIL Relaxations

We first give notation of MIL as preliminaries. In MIL,

we are given a set bags X = {X1, . . . , Xn}; each bag

is consisted with a set of instance Xi = {xi1, . . . ,ximi
},

1225
















