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Abstract

One of the fundamental problems in image search is

to learn the ranking functions, i.e., similarity between the

query and image. The research on this topic has evolved

through two paradigms: feature-based vector model and

image ranker learning. The former relies on the image sur-

rounding texts, while the latter learns a ranker based on

human labeled query-image pairs. Each of the paradigm-

s has its own limitation. The vector model is sensitive to

the quality of text descriptions, and the learning paradig-

m is difficult to be scaled up as human labeling is always

too expensive to obtain. We demonstrate in this paper that

the above two limitations can be well mitigated by jointly

exploring subspace learning and the use of click-through

data. Specifically, we propose a novel Ranking Canonical

Correlation Analysis (RCCA) for learning query and im-

age similarities. RCCA initially finds a common subspace

between query and image views by maximizing their corre-

lations, and further simultaneously learns a bilinear query-

image similarity function and adjusts the subspace to pre-

serve the preference relations implicit in the click-through

data. Once the subspace is finalized, query-image similarity

can be computed by the bilinear similarity function on their

mappings in this subspace. On a large-scale click-based

image dataset with 11.7 million queries and one million im-

ages, RCCA is shown to be powerful for image search with

superior performance over several state-of-the-art methods

on both keyword-based and query-by-example tasks.

1. Introduction

Similarity function plays a key role in Web image search.

Given a textual query, the objective is to retrieve the most

relevant images and rank them by their degrees of relevance

to the query. The relevance between the query and image

can be viewed as a kind of similarity.

As textual queries and images are of two different views,

they cannot be directly compared. As a result, existing

search engines to date highly rely on the surrounding texts

associated with images. The similarity between a query and

an image is then defined based on their textual feature vec-

tors. The relevance models, including Vector Space Model

[24], BM25 [21], and Language Models [28], can all be

used as similarity functions. However, the text descrip-

tion may not precisely describe salient visual content, not

to mention that some images do not even associate with any

text. Consequently, the similarity from the feature-based

vector model may suffer from robustness problem. Another

solution of similarity measure is to learn image rankers on

query-image pairs which are usually labeled by human ex-

perts. However, human labeling is always too expensive to

obtain, making it hard to scale up. Even so called “experts”

often find it hard to judge query-image relevance, resulting

in noisy labeled training data.

Our similarity learning method addresses the aforemen-

tioned two issues. First, we consider the cross-view (i.e.,

text to image) similarity by learning a common latent sub-

space that allows direct comparison of textual queries and

visual images in a low-dimensional space. The image rep-

resentations are visual features extracted directly from the

images, rather than textual features. By learning two lin-

ear mappings, the similarity between queries and images in

the original two incomparable different spaces can be di-

rectly computed in the shared subspace. Moreover, the di-

mensionality of the latent subspace is significantly reduced

compared with that of any original views, leading to saving

in memory cost for search systems.

Second, the click-through data, which can be viewed as

the footprints of user searching behavior, is explored as an

effective means of understanding both the query and the us-

er’s intent for image search [12]. As most image search en-

gines display results as thumbnails, the user can browse the

entire image search results before clicking on a specific im-

age. As such, users predominantly tend to click on images

that are relevant to their query. Therefore, the click-through

data can serve as a reliable and implicit feedback for im-
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age search. More importantly, relative similarity between

different images and a common query is also manifested in

the click-through data, which is further taken into account

to learn similarity function here.

By jointly integrating subspace learning and click-

through data, this paper presents a novel Ranking Canonical

Correlation Analysis (RCCA) approach for similarity learn-

ing, as shown in Figure 1. Specifically, a bipartite graph be-

tween queries and images is constructed based on the image

click-through data from a real image search engine. The

query and image spaces are then formed, where a corre-

sponding link between a query and an image is established,

if the users who issue the query clicked the image. Nex-

t, Canonical Correlation Analysis (CCA) is performed for

mapping the two views, represented by visual and textual

features, into a common subspace where the correlation be-

tween the two views is maximized. Furthermore, as click-

through data conveys relative relevance judgements indicat-

ed by different click counts on images in response to an i-

dentical query, a bilinear similarity function is learnt simul-

taneously while the subspace is fine tuned to respect these

preference relations. Finally, the query and image similari-

ty is measured by this bilinear similarity function. It is also

worth noticing that the image-image and query-query simi-

larities can be defined as dot products on the final subspace.

The remaining sections are organized as follows. Sec-

tion 2 describes related work on similarity learning. Sec-

tion 3 presents our ranking canonical correlation analysis

similarity learning method. Section 4 provides empirical

evaluations, followed by the conclusions in Section 5.

2. Related Work

Similarity learning is a fundamental problem in Web

search and information retrieval. The research in this di-

rection has proceeded along two dimensions: feature-based

[2, 13, 20, 29] and learning-based [1, 7, 10, 18, 19, 23, 26].

Feature-based methods make use of features extracted

from objects to measure similarity. Vector Space Model

[24], BM25 [21], and Language Models [28] are three clas-

sical retrieval models for computing query-document simi-

larity on term or n-gram feature vectors. In [29], queries are

represented as n-grams and then the cosine similarity is uti-

lized as the similarity function. Similar in spirit, Broder et

al. proposed calculating query similarity with term and n-

gram features enriched with a taxonomy of semantic classes

[2]. Moreover, recent works on image representations are

by encoding local descriptors, such as the vector of local-

ly aggregated descriptors (VLAD) [13] and Fisher vector

(FV) [20]. Any standard distance computed on the repre-

sentations is further considered as image similarity.

Different from feature-based methods, learning-based

approaches aim to directly learn the similarity between

pairs of objects, particularly, in a shared common sub-

space. Canonical correlation analysis (CCA) [10], a classi-

cal and successful technique, explores the mapping matrices

by maximizing the correlation between the projections in

the subspace. As a nonlinear extension of CCA, Kernel C-

CA (KCCA) is to provide nonlinear mappings such that the

correlation between two objects is maximized [7]. An al-

ternative scheme to KCCA is Kernel Principal Componen-

t Analysis with CCA (KPCA-CCA), which was proposed

by Nakayama et al. in [18]. Instead of directly learning

the nonlinear mappings in KCCA, KPCA-CCA embeds the

nonlinear metrics via KPCA and generates the new input

for CCA. Recently, Gong et al. further incorporated a third

view in CCA framework by minimizing the distances in the

resulting common space between each pair of views of the

same data [8]. Similarly, Partial Least Squares (PLS) also

aims to model the relations between two or more sets of data

by projecting them into the latent subspace [23]. The differ-

ence between CCA and PLS is that CCA utilizes cosine as

the similarity function while PLS learns dot product. Lat-

er in [1], polynomial semantic indexing (PSI) is performed

by learning two low-rank mapping matrices in a learning to

rank framework, and then a polynomial model is considered

to measure the relevance between query and document.

In addition, by further leveraging the click-through da-

ta for similarity learning, Wu et al. extended the PLS to

Multi-view PLS by combining multiple features for learn-

ing query-document similarity on a click-through bipartite

graph [26]. In another work by Yao et al. [27], by combin-

ing click-through and video document features for deriving

a latent subspace, the dot product of the mappings in the

latent subspace is taken as the similarity between videos.

Recently, Pan et al. formulated image search as a click-

through-based cross-view problem by learning a common

subspace, in which the l2 distance between query and im-

age mappings is minimized and the structures in original

spaces are preserved [19].

Our work belongs to learning-based similarity approach-

es. Different from the aforementioned learning-based work-

s, our proposed method integrates the learning of the shared

subspace and the bilinear similarity defined in the subspace

simultaneously, which we show can better measure the sim-

ilarity between views.

3. Similarity Learning From Click-through

The basic idea of this work is to facilitate similarity

learning between query and image from click-through da-

ta by constructing a common latent subspace. In this way,

the original incomparable textual query and visual image

could be directly compared in the shared subspace. More-

over, the learning of the subspace and bilinear similarity in

the subspace is integrated into an overall optimization prob-

lem simultaneously to better reflect the preference relations

implicit in the click-through data. After we obtain the la-
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