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Abstract

This paper proposes a new incremental structure from
motion (SfM) algorithm based on a novel structure-less
camera resection technique. Traditional methods rely on
2D-3D correspondences to compute the pose of candidate
cameras using PnP. In this work, we take the collection
of already reconstructed cameras as a generalized cam-
era, and determine the absolute pose of a candidate pin-
hole camera from pure 2D correspondences, which we call
it semi-generalized camera pose problem. We present the =5
minimal solvers of the new problem for both calibrated and
partially calibrated (unknown focal length) pinhole cam-
eras. By integrating these new algorithms in an incremental
SfM system, we go beyond the state-of-art methods with the

capability of reconstructing Cameras W'thou_t 2D-3D corre- Figure 1. There are 3 objects in the scene: su@aj,(blueberries
spondences. Large-scale real image experiments show thajg,y and vitamin Os). Each of the three images on the left can
our new SfM system signi cantly improves the completenesssee only two out of the three objects, where the lack of three-view
of 3D reconstruction over the standard approach. overlap prohibits standard resection. Note there are not reliable
feature matches on the table due to the repeating patterns. The
right image shows the dense reconstruction [3] from our recon-
1. Introduction structed cameras using structure-less resection.

The standard incremental structure from motion (SfM)
is a widely used technique [16, 18, 15, 5]. During the In this paper, we introduce a novel structure-less resec-
incremental reconstruction, cameras with estimated posedion technique that exploits solely 2D matches for exact
are added to the 3D model repeatedly, which is a processcamera pose estimation that maximizes the number of po-
called camera resection. Traditionally, the pose estimationtential 3D points. By taking the set of already reconstructed
step uses PnP algorithms, leveraging the correspondenceginhole cameras as a single generalized camera [14], we
between the 3D points and 2D features [9, 20, 19]. How- register a new pinhole camera to the generalized camera
ever, such structure-based resection method requires suf -using the 2D image correspondences (see Figure 2a) be-
cient 3D points to be visible in the new cameras, which can- tween the multiple cameras. Given the example in Figure
not be always satis ed even when there are enough featurel, we may rst compute the two-view reconstruction of the
matches. Figure 1 shows an extreme case of such a problemrst two images (which reconstructsonly), use the two
Each of the three images captures two out of three objectscameras together as a generalized camera to resect the third
in the scene, and no two-view reconstruction can be usedcamera from the 2D matches on objegtahd Q, and then
to resect a third camera, because there are no three-vieweconstruct @and Q.
overlaps. In general, feature tracks are not always triangu- We name this new problem semi-generalized camera
lated to 3D points due to pose inaccuracy, outlier feature pose estimation since it involves one generalized camera
matches, and threshold settings. This can easily lead to in-and one pinhole camera. This paper presents the mini-
complete reconstructions with the standard SfM approach,mal solvers for the semi-generalized camera pose estima-
even when there are suf cient feature matches. tion problem, with the pinhole camera either calibrated or
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