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Abstract

Visual Reasoning remains a challenging task, as it has

to deal with long-range and multi-step object relationships

in the scene. We present a new model for Visual Reason-

ing, aimed at capturing the interplay among individual ob-

jects in the image represented as a scene graph. As not

all graph components are relevant for the query, we intro-

duce the concept of a question-based visual guide, which

constrains the potential solution space by learning an opti-

mal traversal scheme. The final destination nodes alone are

then used to produce the answer. We show, that finding rel-

evant semantic structures facilitates generalization to new

tasks by introducing a novel problem of knowledge transfer:

training on one question type and answering questions from

a different domain without any training data. Furthermore,

we achieve state-of-the-art results for Visual Reasoning on

multiple query types and diverse image and video datasets.

1. Introduction

Interpreting and answering subsequent questions about

the semantic relationships of the complex and noisy en-

vironment is a key trait of our cognition. Extraordinary

progress linked to the rise of deep learning in the core vision

tasks [36, 23, 9, 26] (e.g. object recognition) has created a

solid basis for the new research direction of higher level

visual reasoning. Going beyond the conventional recogni-

tion, Visual Reasoning [37, 48] decides about the neces-

sary future actions [16], which is crucial for artificial in-

telligence applications. The compositional structure of our

world makes this task especially hard, as merely recogniz-

ing individual building blocks at a lower level is not enough.

Such models require precise relational reasoning about the

entities present in the scene and their interactions with each

other.

Visual Reasoning tasks are often posed in the form of

Visual Question Answering (VQA) [37, 48, 16], which lies

in the intersection of vision and language and attempts to
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Figure 1: Visual reasoning example, where object inter-

play is crucial for the correct answer and an overview of

our graph neural network-based approach. The visual guide

learns to give question-dependent directions to follow on

the scene graph. The final answer is then produced solely

from the embeddings of the reached destination nodes.

answer a specific question about the scene. Complex se-

mantic associations between both, language query and the

visual scene entities (Figure 1) are characteristic to this task.

Despite the exceedingly structured nature of the vi-

sual information needed to answer open-ended questions,

the majority of previous works focus on spatial feature

maps obtained from a pre-trained CNN and further com-

bined with an attention mechanism on parts of the im-

age [47, 50, 39]. While pre-trained CNNs offer excellent

object embeddings, they face problems in relational rea-

soning about their large-scale interactions. An excellent

way to model such multi-step associations in an image are

scene graphs [46], where the nodes represent the object-

and the connecting edges specify their relationship embed-

dings. We notice that even though the relations between ob-

jects are indispensable for the complete scene understand-

ing, only a portion of the graph is relevant for answering a

specific question. We therefore leverage the visual graph in

a selective way through a question-dependent visual guide.

We aim at unifying graph-based inference with question-

specific visual guidance, in order to identify paths with rel-

evant information flow and present a new model for Visual
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Reasoning. Given an image-question pair, we first use the

visual guide to create question-specific directions to follow

in the graph. Next, the graph traveler traverses the visual

graph guided by these directions and computes the probabil-

ity distributions over the nodes being the final destination.

Finally, we compute our answer prediction solely from the

expected destination node as visual representation for our

prediction module. While conventional graphical models

for VQA follow the graph-refinement paradigm (i.e. refined

embeddings of all components are used for the prediction),

we maintain the original node representations, identify the

key paths and answer the question solely from the expected

final destination nodes, hence: It’s not about the journey;

It’s about the destination.

We demonstrate the effectiveness of our model on three

well-known datasets for different visual reasoning tasks:

question-answering on video data (COG [48]), composi-

tional reasoning on 3D synthetic images (CLEVR [15])

as well as diagram question-answering, with real-life fig-

ures extracted from textbooks (AI2D [17]), which is much

noisier while having less training data. Our model consis-

tently outperforms previous approaches on the AI2D and

COG benchmarks and shows strong performance on the

CLEVR dataset.

As our model operates on semantic structures inside the

scene graph, it has two beneficial properties: interpretabil-

ity and generalization to new tasks. An ablation study illus-

trates that we can easily shed light on the internal choices

our model made to produce the answer by following the fi-

nal soft path. To evaluate the generalization capabilities,

we propose a new task of knowledge transfer for VQA, by

splitting the training and test set based on question types

(e.g. query attributes questions for training and counting for

testing). Through knowledge obtained from training on one

kind of questions, our model is able to derive the answers

for queries, for which type it has never seen before.

2. Related Work

Graph Neural Networks. Current models are con-

ventionally formed through convolution operations in a

local neighborhood and address long-range dependencies

merely through large receptive fields. Rich structure of

the scene can be targeted in a more efficient way through

graphs, which have been utilized in a wide range of applica-

tions, such as language [24], social interaction [21, 38, 49],

knowledge representation [3, 29, 42] and chemistry [33].

This is achieved by either generating graphs directly from

the CNN feature maps [25, 18, 46] or by combining the

existing graph representations with the previously acquired

knowledge base [45, 4].

We distinguish three groups of knowledge-base guided

algorithms: approaches using graph-refinement through the

network either for better node representation [20, 43, 5, 41],

or for refining the edges [40, 37], and the graph traversal

approaches [45, 4]. The first group performs feature pool-

ing for the node itself and its neighborhood (e.g. through

a recurrent neural network (RNN) [41]). In contrast, the

second group combines the edges e.g. through average-,

sum-pooling [37] or a weighted combination [20]. Un-

fortunately, a graph representation of an image which has

been strongly modified e.g. through an RNN looses its inter-

pretability for the human eye. Our proposed approach falls

into the third category, as the graph representation built once

at the beginning remains fixed throughout the process. The

questions are subsequently answered by exploring various

paths of the graph without any further feature refinement

(e.g. depending on the question). The decision is based

solely on the destination node embeddings and the reason,

why our model has favored one answer over the other can

be easily understood through the found graph trails.

In this work, we introduce a model based on a graph

traversal scheme for Visual Reasoning. Of particular rele-

vance are recent works of Xiong et al. [45] and Go et al. [4]

in the field of language-based question answering. The au-

thors represent text-based knowledge as a graph and per-

form training with the REINFORCE [44] paradigm in order

to traverse it. However, these procedures are constrained by

the query paths being discrete. In comparison, our model

is trained on visual entities and follows soft paths, as we

obtain a continuous confidence over the nodes in each step

(i.e. as opposed to the paths weighted either by 0 or 1 in

previous work).

Visual Question Answering (VQA). VQA has rapidly

gained popularity over the past years [1, 52, 22, 10], mostly

being addressed through image feature maps extracted with

a pre-trained CNN and subsequent question-related atten-

tion module [50, 51]. In general, the ways of addressing

this problem can be divided into four categories: 1) Global

embedding methods [31, 1, 28, 34, 35, 30] that use a joint

embedding of the global image representation and the ques-

tion to produce an answer; 2) Models that attend to parts of

the image are able to improve performance [50, 51, 6, 47];

3) Compositional models [2, 13, 16] use a modular rep-

resentation of the neural networks; 4) Graph-based VQA

models [37, 41, 11, 17, 18], where a graph representation of

the image or the question is used to produce the answer.

The latter category has emerged recently and is by de-

sign well-suited for relational reasoning, as object connec-

tions are explicitly represented through the edges. Such

approaches mostly follow the graph-refinement paradigm.

Teney et al. [41] refine the features of each node using

an RNN by pooling based on the similarity of to the cur-

rent node. In [17], an RNN is applied on the edges which

are subsequently filtered through a question-based atten-
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tion, while in [18] an end-to-end version is proposed, where

the edges are learned inside the model. Finally, the models

in [37, 11] represent the graphs as an unordered set of edges

using weighted average to get a fixed image representation

for answering the question.

Our model falls into the graph neural network category,

leveraging the object- and their relationships embedding as

the scene graph components. Other than previous graph-

based approaches for VQA [41, 17, 18, 37, 11], our model

is not based on graph-refinement. While conventional meth-

ods refine the embeddings of all graph components and use

them to compute the final answer, we hold the original node

representations, identify the key paths through the question-

based visual guide and answer the question solely from the

final destination nodes.

3. Visual Reasoning via Guided Soft Paths

We present a new model for visual reasoning that deals

with the composite object relationships in the scene as a

graph traversal problem. The challenge is that the space of

potential paths in a visual graph is very large. When asked

‘What is the material of the sphere that is to the left of the

tiny brown thing behind the green object?’ (Figure 1), a

human would immediately look for the green object, there-

after, at the tiny brown sphere, then, select the sphere left

of it. Likewise, our idea is to greatly constrain the solu-

tion space by learning the optimal graph traversal strategies

based on question-specific decisions.

Conceptually, our visual reasoning model is composed

of three main components: 1) the visual guide, 2) the graph

traveler and 3) the prediction module. The visual guide

takes as input the question and produces direction embed-

dings. The graph traveler follows these directions and

computes the soft paths – probability distributions over the

nodes of being in the route to the nodes that include rel-

evant information to produce the answer. The final deci-

sion is made by the prediction module, which exploits the

found destinations as weights for the graph nodes and infers

the final answer. We want to highlight, that the prediction

module operates exclusively on the destination node rep-

resentations, dismissing the preceding components of the

paths. While the visual guide and the prediction module

can be viewed as individual neural networks connected by

the graph traveler, they are optimized jointly in an end-to-

end training fashion.

An overview of our model is illustrated in Figure 2.

Next, we give a general definition of our model’s build-

ing blocks (Section 3.1); provide a mathematical founda-

tion for computing the soft paths (Section 3.2); and, finally,

we present our complete graph-based neural architecture for

Visual Reasoning (Section 3.3).

3.1. Data Structures

Graph. We define as a visual graph G = (V, F,R) a

structure with the following properties:

1. V – a set of N vertices representing the object in-

stances present in the image.

2. F ∈ R
N×D – a D-dimensional representation for each

of the N visual nodes. These can be one-hot vectors

representing the object instance or features extracted

from a pre-trained CNN.

3. R ∈ R
N×N×E – an E-dimensional relation represen-

tation for each pair of nodes (n,m) ∈ V ×V . One way

to define the representation R is a one-hot embedding

of predicates (e.g. ‘on top’, ‘holding’), which can be

obtained as in [27], or features extracted from a CNN

on the image crop surrounding both objects. A simpler

method is to represent each edge by concatenating the

node pair representations F .

Path. We call an ordered set of nodes of length T in graph

G a path:

τ = [nτ
1
, nτ

2
, . . . , nτ

T ].

We note that this definition of path assumes a discrete as-

signment of each node in each time step t.

Soft Path. A soft path does not return discrete associations

of each of a node with the path but softens its inclusion.

Formally, for each time step t and node n in graph G we

have an association score pt(n) ∈ [0, 1]. As we aim to

model a probability distribution, we require that the sum

over all nodes in time step t in the graph is one:

∑

n∈V

pt(n) = 1.

Thus, a soft path is described by the two dimensional

array τ = [p1(V ), p2(V ), . . . , pT (V )], where we use:

pt : R
N → [0, 1]N element-wise on each node.

Starting Node. The starting node of path τ is the node at

the first time step: nτ
1
. In case of a soft path it is defined by

a probability distribution over all nodes n.

Destination. A destination n is a node in path τ that

occurs in time step T , while for the soft paths it is equal to

the probability in the last time step.

3.2. Reaching the Destinations

Our model is built upon the assumption that by traversing

the scene graph in a controlled way, we are able to identify
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Figure 2: Proposed graph neural network architecture which learns traversal strategies for the scene graph (simplified for

path length T = 3). While the visual guide, the graph traveler and the prediction module, are individual neural network

components, they are optimized jointly in an end-to-end fashion. The visual guide takes as input the question and provides

direction embeddings for the traveler to follow. Prediction module gives the final answer based only on the question and the

destination nodes embeddings, the predecessors are therefore dismissed: it’s not about the journey; it’s about the destination.

the information relevant for the specific question. We there-

fore compute the probability of the node n being a desti-

nation, which is equal to the sum of the probabilities of all

paths ending in n:

P (nT = n) =
∑

τ

P (τ) · 1[nτ
T = n]. (1)

According to the marginalization rule, the probability of

the path τ is then equal to:

P (τ) = P (n1, . . . , nT ) = P (n1) ·

T∏

t=2

P (nt|nt−1, . . . , n1)

(2)

Our approach models a discrete Markov Chain (i.e. we

assume the Markov Property) with the set of states equal to

the nodes V in our graph G. We obtain the probability of

each path as:

P (τ) ≈ P (n1) ·

T∏

t=2

P (nt|nt−1). (3)

In case of t = 1, it is straight forward to compute the

probability of the nodes in the path (i.e. P (n1 = n)).
For t > 1 we have to consider the transition probabili-

ties P (nt|nt−1). Since the number of possible path options

grows exponentially with the path length, we further refor-

mulate this calculation for time steps larger than one. We

iteratively transform the path probability to the probability

of each node lying in each time step e.g.:

P (τ) = P (n1) · P (n2|n1) ·

T∏

t=3

P (nt|nt−1)

= P (n2) ·

T∏

t=3

P (nt|nt−1)

(4)

Thus, the new estimation lies in the calculation of each

probability P (nt). For this, we make use of the function

τ t(n) which computes the probability of each node n being

in the path in an iterative way using the formulation:

τ t(n) =
∑

m∈N

P t(n|m) · τ t−1(m). (5)

We stop the calculation at time step T and the final values

become the probability of each node being the destination

i.e. the node has information relevant for the question. Next,

we show the models for obtaining the start- and transition

probabilities.

3.3. Neural Graph Architecture

In conventional graph neural networks for VQA, node

features F change depending on their neighbors in each

training time step, becoming a mixture of the initial and

foreign object representations (i.e. graph-refinement) [17,

41, 37]. In comparison, our model keeps the semantic node

representations and focuses on the network topology, learn-

ing to find relationships of the scene entities relevant for the

current question (see Figure 2). We can easily shed light
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upon the choices of our model, as we retain the initial in-

terpretation of its nodes and highlight the key links between

them.

1. Visual Guide. The visual guide considers the static

graph as a map to be traversed using the question as the

reference. That is, the guide takes as input the question,

embeds it e.g. using an LSTM [12] or a one dimensional

CNN with self-attention [8] and produces direction embed-

dings D for the traveler to follow on the graph. In case

of an LSTM, we represent the question as the final hid-

den state, while we use weighted average over the fea-

ture maps in case of a CNN. Predicted directions at a time

step t are then obtained through learned fully connected lay-

ers: Dt = W t
D ·H + btD, where W t

D ∈ R
|Dt|×|H| with the

size of the direction embeddings |Dt| chosen empirically.

2. Graph Traveler. The graph traveler traverses the visual

graph based on the directions suggested by the guide. Thus,

it produces prior probabilities (i.e. the confidence of each

node being the first one visited) and computes the transition

probabilities (i.e. confidence of traversing one node to the

next).

For the first node of a path, we obtain the confidence by

training a fully connected layer on top of the node represen-

tations F from the visual graph and the first direction D1

given by the guide:

Pθ(n1) = softmax(Wp1
· [D1, F ] + bp1

), (6)

where θ is the collection of all the learnable parameters in

the model and the softmax function normalizes over the

nodes:

softmax(X)i = exp(xi)/
∑

j∈V

exp(xj). (7)

In case of the transition probabilities, we make use of the

edge features R between each pair of nodes:

Pθ(nt|nt−1) = softmaxsource(Wpt
· [Dt, R] + bpt

). (8)

Here, the softmax operation normalizes over the rows,

such as the sum over the outputs is equal to one:

∑

n∈V

Pθ(n|m) = 1. (9)

In the last time step T the graph traveler computes the

probability of a node being the final destination τT (n) (as

introduced in Equation 5).

3. Prediction Module. The prediction module differen-

tiates between the problem types and generates the answer

leveraging the probability distribution over the destinations

(see step 3 in Figure 2). In case of query-type questions (i.e.

Dataset Type # Imgs # Inst # Q

COG Videos 11M 9.6 44M

AI2D Diagrams 5K 9.1 15K

CLEVR 3D-Synthetic 100K 6.5 700K

Table 1: Visual Reasoning benchmarks used to evaluate

our model (by task type, number of images/videos, average

amount of instances per example and number of questions).

questions about the shape, color etc. of an object), the solu-

tion is determined from the destination nodes i.e. soft path

probabilities τ(n) at time step T as:

gH =
∑

n∈V

τT (n) · Fn, (10)

where Fn is the nth row of the matrix F (i.e. the feature rep-

resentation of each node in V ). We concatenate this visual

global representation gH with the question embedding Q.

Then, a fully connected layer is used to produce the final

prediction over all possible answers. For existence ques-

tions, we answer the question with ‘yes’, in case that any

of the destinations has a probability over 0.5. In the task

counting, we estimate the number of destinations that round

to one. For tasks, where the sum of the final soft path prob-

abilities may be larger than one, as multiple destinations

could be applicable (e.g. counting or existence), we use sig-

moid function instead of softmax for edge normalization.

Model Configuration. We train the network end-to-end by

minimizing the cross entropy using Adam [19] with an ini-

tial learning rate of 0.00025 without any weight or learning

rate decay. We choose a maximal path length T empirically

on the validation data. The question-based guide uses mul-

tiple 1D convolution layers with 32 hidden units, while the

final fully connected layers of the graph traveler have the

size of 128 (we include a detailed description of the param-

eters in the supplemental material).

4. Evaluation

We perform comprehensive studies on three challeng-

ing datasets for Visual Reasoning with diverse query types

(overview in Table 1). All datasets cover visual examples,

task queries with the ground-truth solutions (open-ended or

multiple choice form), as well as annotations for the scene

graph. In Section 4.1, we evaluate our model on video se-

quences, then, in the task of diagram question answering

(Section 4.2) and on highly compositional reasoning prob-

lems on 3D synthetic images (Section 4.3). We further dis-

cuss how different path lengths T impact the performance

(Section 4.4), evaluate how well our model generalizes to

previously unseen tasks ( Section 4.5) and, finally, visualize

concrete examples of soft paths (Section 4.6).
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4.1. Visual Reasoning on Videos

Dataset. In this section, we use the COG [48] dataset as

a test bed for both, spatial and temporal reasoning. The

dataset comprises over 11 Million questions on videos.

While the videos are of synthetic 2D scenes, it specifically

targets temporal memory and logical deductive reasoning

about video input, being difficult for humans [48]. The

task is to deduce the correct answer while taking into ac-

count changes of the scene in three different query types:

pointing, yes/no, conditional and attribute-related ques-

tions. Higher number of scene entities is also characteristic

for the dataset.

Results. We demonstrate the effectiveness of our model

in Table 2. Additionally to the original Working Mem-

ory [48] approach, we compare our model to three base-

lines: 1) random performance, 2) a question-only model

consisting of a 1D CNN over the question words followed

by fully-connected layers, and 3) a graph-based approach,

where instead of computing the answer from the destination

nodes of the found paths, we use a joint embedding of the

question and all of the nodes in the graph as input and use

fully-connected layers to make a prediction.

Approach Atts. Condit. Point Yes/No All

Baselines

Random 1.9 8.4 17.5 50.0 26.6

Question-only 1.6 2.3 19.4 49.7 27.4

Memory Networks

Work. Memory† [48] – – – – 93.7

Graph-based Methods

Question+Nodes 73.7 63.5 92.5 57.9 63.3

Ours 99.2 98.4 100.0 95.0 97.2

Table 2: Results for visual reasoning on videos on the

test set of COG for different tasks: pointing, existence,

conditional questions and questions about object attributes.

† Best model selected from 50 trained networks.

Our model yields the best recognition rates in all query

types. The distinction from the natural-language-based

benchmarks becomes obvious, as the question-only ap-

proach exceeds the random baseline by less than 1%. Vi-

sual reasoning is therefore decisive for this benchmark. The

yes/no questions have been the major source of our model’s

unreliability. Our analysis of these confusions indicates oc-

casional difficulties in case of ‘and’ connections in the ques-

tion (e.g. ‘Shape of last magenta object equal shape of last

lavender object and shape of now mint object equal shape

of last olive object?’). Nonetheless, our model achieves ex-

cellent performance of 100% for pointing questions, and es-

tablishes new state-of-the-art overall accuracy of 97.2%.

4.2. Diagram Question Answering

Dataset. Next, we evaluate our approach on real-life im-

ages in the diagram understanding task. AI2D [17] dataset

contains images extracted from school textbooks of various

subjects and evaluates understanding of causal relations in

these figures. As middle school pupils are required to learn

from such diagrams, reason and answer questions about

them, this dataset represents an excellent realistic testbed

for visual reasoning. As we are dealing with real-life data,

AI2D is smaller and noisier than other datasets we used

for testing, with 666 lessons of total 5K diagrams and 15K

questions.

Approach All

Baselines

Random 25.00

Classical VQA Methods

VQA [1] 32.90

Graph Neural Networks

DQA-Net [DSDP] [17] 38.47

DQA-Net [DGGN] [18] 39.73

DQA-Net [18] 41.55

Ours 43.45

Table 3: Diagram Question Answering results on real im-

ages extracted from school textbooks (AI2D dataset) [17]

Results. In Table 3, we compare our model with a

multitude of published approaches, including three graph-

based methods. As AI2D is evaluated in multiple choice

form with four possible options, random choice perfor-

mance is 25%. Overall, there is a clear benefit of using

structured approaches. Our graph-traversal based model

consistently outperforms state-of-the-art graph neural net-

works and therefore confirms the effectiveness of focusing

on traversal schemes and the found destination nodes, in-

stead of the message-passing paradigm.

4.3. VQA on 3D Synthetic Images

Dataset. The Compositional Language and Elementary

Visual Reasoning dataset (CLEVR) [15] is a widely used

diagnostic benchmark for compositional understanding of

3D scenes for different tasks, such as counting, finding at-

tributes of objects based on their relations with other in-

stances and comparison between object attributes. Long

reasoning chains, demanding memory-related tasks and ab-

sence of question-based biases are distinctive for this bench-

mark. Although it is comprised of synthetic scenes, con-

ventional VQA models often face significant difficulties on

CLEVR as they tend to focus on the dataset bias [16, 37, 7].
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Figure 3: Performance for different maximal path lengths T
on the validation set of COG (top) and CLEVR (bottom).

Results. We report results on all five problem types of the

CLEVR benchmark: counting, existence, query attributes

and questions about comparing numbers and attributes of

objects. A high number of novel methods have been re-

cently proposed to tackle CLEVR reasoning tasks, which

we group based on their way of addressing object relations

and compare to our model in Table 4.

Approach Reference Count Exist
Comp. Query Comp.

All
Nrs. Attrs. Attrs.

Human [16] – 86.7 96.6 86.5 95.0 96.0 92.6

Qtype [16] – 34.6 50.2 51.0 36.0 51.3 41.8

Classical VQA Methods

LSTM [16] – 41.7 61.1 69.8 36.8 51.8 46.8

CNN [16] – 43.7 65.2 67.1 49.3 53.0 52.3

CNN+SA [37] ECCV’16 64.4 82.7 77.4 82.6 75.4 76.6

QGHC [7] ECCV’18 91.2 78.1 79.2 89.7 86.8 86.3

FiLM [32] AAAI’18 94.3 99.1 96.8 99.1 99.1 97.7

Compositional Models

N2NMN* [13] ICCV’17 68.5 85.7 84.9 90.0 88.7 83.7

PG(9K)* [16] ICCV’17 79.7 89.7 79.1 92.6 96.0 88.6

PG(700K)* [16] ICCV’17 92.7 97.1 98.7 98.1 98.9 96.9

Memory Networks

Work. Mem. [48] ECCV’18 91.7 99.0 95.5 98.5 98.8 96.8

MAC† [14] ICLR’18 97.1 99.3 96.8 99.1 99.1 98.9

Graph Neural Networks

CNN+RN‡ [37] NIPS’17 90.1 97.8 93.6 97.9 97.1 95.5

Ours – 91.3 98.6 99.6 99.5 99.8 97.5

Table 4: Visual reasoning results for different tasks on the

CLEVR test set [15]. (*) denotes the use of extra supervi-

sion in form of program labels, ‡ denotes the use of data

augmentation, † denotes the use of pre-trained models.

We achieve state-of-the-art accuracy of over 99% on

three tasks (comparing numbers and two attribute-related

problems) and report a strong overall performance (97.5%),

surpassing humans (92.6%) and the recent graph-based

method based on edge representation sum [37] (95.5%).

Trained on: query attributes (source)

Trained on: existence (source)

Trained on: counting (source)
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Figure 4: Generalization to unseen tasks: our model is

trained on one query type is evaluated on a different task.

4.4. Impact of the path length on performance

As we explicitly focus on relations in the scene, we com-

pare variants of our model to measure the effect of differ-

ent restrictions of the soft path at length T . Figure 3 il-

lustrates changes of accuracy in relation to T for different

COG and CLEVR tasks. The model benefits immensely

from considering paths of length two or more, e.g. for the

query attributes task, percentage of correct answers rises

from 53.1% (T = 1) to 98.1% (T = 2), further improv-

ing to 99.8% (T = 3), confirming the significance of causal

connections in the scene. Starting at T = 4 for CLEVR

and T = 3 for COG, we observe a slight decline in overall

performance, which we link to the extend of chained ques-

tions in the datasets. For example, in a question ‘What is

the material of the sphere behind the tiny brown thing to the

right of the green object?’ (Figure 1) the reasoning chain

consists of two pairwise relationship. In general, enforcing

longer paths than necessary for the question is not a problem

in our architecture, as it permits self-loops. However, the

option of including more nodes than required might result

in higher level of noise, as the overall search space becomes

larger. This slight accuracy drop should be viewed with cau-

tion, as it is also connected to the nature of the questions in

the dataset i.e. it is expected to increase with the amount

of entities mentioned in the question. Nonetheless, when

further increasing the path length to a higher path length

the performance stabilizes e.g. for COG the model achieves

95.6% at T = 8.

4.5. Performance on unseen tasks

Humans have an impressive ability to address new tasks

of increasing difficulty by transferring solutions from fa-

miliar problems. Similarly, our motivation for focusing on

the scene structure, is to develop a model which processes
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queries by decomposing them into granular tasks, which

then could be easily re-used to answer questions our model

has never seen before.

To evaluate our assumption, we propose a new challeng-

ing benchmark for visual reasoning on problems not pre-

viously seen during training. We regard three tasks from

the CLEVR dataset: query attributes, existence and object

counting. In our proposed evaluation setup, the model is

trained on one of these tasks and is intended to solve another

one. Consider the existence task, where we output ‘yes’ if

in the last time step T there is at least one destination node

with probability over 0.5 (see Section 3.3). As the node rep-

resentations are not refined throughout the process, we can

extend our model to counting without additional training,

by merely using the counting prediction module version,

i.e. summing the number of destinations with an activation

over 0.5, as described in Section 3.3. For the query attribute

task, we select the node with the maximal activation.

We report the performance of our model on previously

unseen tasks in Figure 4. Our approach successfully ap-

plies the knowledge it had acquired from counting or ex-

istence to previously unseen query types. These two tasks

are especially re-usable as they involve a universal granular

question: whether objects are present in the scene, or not.

In case of learning on the attribute-based questions, we as-

sume that the destinations are always available (as we ques-

tion specific attributes of the node and not their presence).

Re-usability of the learned information is therefore lower.

Training on the counting queries turned out to be most ben-

eficial for solving new problems. We assume, this is due

to counting being a more composite task as it covers both,

checking for object presence and determining, whether the

objects have certain properties (e.g. ‘What number of brown

balls are the same size as the metal object?’). Our model

trained on the counting task was able to solve the query

attribute problem in 56.4% of times, surpassing random

chance (30.6%) by 25.8%.

Obviously, solving previously unseen tasks is per design

a much harder problem than conventional supervised Vi-

sual Reasoning and the recognition rates are considerably

lower. Apart from the lack of supervision, language expres-

sions not present during training pose an additional chal-

lenge (e.g. ‘how many’ if the model was trained on the ex-

istence task and evaluated on counting). Still, our model

consistently outperforms the random chance baseline, be-

ing able to address new tasks without costly annotations of

training examples.

4.6. Qualitative Results

An important property of our model is the ability to trace

back the underlying reasoning behind the final answer. In

Figure 5, we revisit the final soft paths of our model on two

examples from CLEVR and AI2D benchmarks. We visu-

DS

There is a green metal object that is

behind the thing on the left side of

the metal block; what shape is it?

Answer: Sphere

mantle

outer core

crust

S

D

inner core

What is between mantle and in-

ner core? Answer: Outer Core

Figure 5: Example visualizations of the final soft path. Or-

ange circles mark the highest activation at each time step t.

alize the nodes with the maximal probability at each time

step t: e.g. in the left image the starting node ‘S’ points at

the violet cube. Edges which belong to the path are marked

with red arrows, starting with the source node ‘S’ and end-

ing in the final destinations, which are the only graph com-

ponents used as input in the prediction modules. In case

of CLEVR (left), we have a very long and strongly compo-

sitional question on which we produce a path of length 3:

traversing from the cube to the small sphere until we finally

reach the destination: the large sphere in the right side of

the image (see more examples in the supp. material). In

case of AI2D textbook diagram question (right), our model

solves the query ‘What is between mantle and inner core’

with a soft path of length 2 by starting at the mantle and,

next, choosing the destination and also the correct answer:

‘outer core’.

5. Conclusion

We presented a new approach for compositional visual

reasoning, where we employ a graph neural network archi-

tecture to tackle far-reaching relationships in the scene. Our

framework learns how to traverse the graph in a controlled

way and, then answers the question based on the reached

destination nodes of the found paths. Our model exceeds

state-of-the-art methods on two challenging datasets for Vi-

sual Reasoning: on Videos (COG) and Diagram Question-

Answering (AI2D), as well in the three tasks on the 3D syn-

thetic data (CLEVR). At the same time, our model is highly

interpretable as the graph trails directly shed light on the un-

derlying reasoning, showing that our model breaks complex

instructions into smaller tasks. Furthermore, we demon-

strate the positive impact of focusing on relevant semantic

structures on the ability to reuse the acquired knowledge for

novel tasks. In this new benchmark setting, our model was

trained on a certain question type (e.g. existence) and could

successfully handle tasks of a different kind (e.g. counting)

without any further training. Our experiments show encour-

aging evidence that modern visual recognition approaches

could benefit further from structured methods especially in

high-level understanding of global causal relations.
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