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Abstract. The automatic evaluation of image descriptions is an intri-
cate task, and it is highly important in the development and fine-grained
analysis of captioning systems. Existing metrics to automatically evalu-
ate image captioning systems fail to achieve a satisfactory level of cor-
relation with human judgements at the sentence level. Moreover, these
metrics, unlike humans, tend to focus on specific aspects of quality, such
as the n-gram overlap or the semantic meaning. In this paper, we present
the first learning-based metric to evaluate image captions. Our proposed
framework enables us to incorporate both lexical and semantic informa-
tion into a single learned metric. This results in an evaluator that takes
into account various linguistic features to assess the caption quality. The
experiments we performed to assess the proposed metric, show improve-
ments upon the state of the art in terms of correlation with human
judgements and demonstrate its superior robustness to distractions.

Keywords: image captioning; automatic evaluation metric; neural net-
works; correlation; accuracy; robustness

1 Introduction

With the rapid advancement in image captioning research [25], [20], [12], [38],
[39], [40], [29], [41], the need for reliable and efficient evaluation methods has
become increasingly pressing. Describing images in natural language is an abil-
ity that comes naturally to humans. For humans, a brief glance is sufficient to
understand the semantic meaning of a scene in order to describe the incredible
amount of details and subtleties about its visual content [41]. While a reasonable
amount of progress is made in the direction of replicating this human trait, it is
still far from being solved [31], [17]. Effective evaluation methodologies are neces-
sary to facilitate the fine-grained analysis for system development, comparative
analysis, and identification of areas for further improvement.

Evaluating image description is more complex than it is commonly perceived,
mainly due to the diversity of acceptable solutions [18]. Human evaluations can
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serve as the most reliable assessments for caption quality. However, they are
resource-intensive, subjective and hard to replicate. Automatic evaluation met-
rics on the other hand, are more efficient and cost effective. However, the auto-
matic metrics currently in use for caption evaluation, fail to reach the desired
level of agreement with human judgements at the sentence level [11], [21]. Ac-
cording to the scores of some metrics, the best machine models outperform hu-
mans in the image captioning task3 (Microsoft COCO challenge [8]), portraying
an illusion that image captioning is close to being solved. This reflects the need
to develop more reliable automatic metrics which capture the set of criteria that
humans use in judging the caption quality.

Some of the automatic metrics which are commonly used to evaluate image
descriptions, such as BLEU [33], METEOR [5] and ROUGE [27], were originally
developed to assess Machine Translation/Summarization systems. Whereas, in
the recent years CIDEr [37] and SPICE [4] were developed specifically for the
image caption evaluation task and have shown more success as compared to
the existing ones. All of these metrics output a certain score representing the
similarity between the candidate and the reference captions. While there are a
number of possible aspects to measure the quality of a candidate caption, all
of the aforementioned metrics, rely on either lexical or semantic information to
measure the similarity between the candidate and the reference sentences.

Our motivation to form a composite metric is driven by the fact that human
judgement process involves assessment across various linguistic dimensions. We
draw inspiration from the Machine Translation (MT) literature, where learning
paradigms have been proposed to create successful composite metrics [6], [7].
Learning-based approach is useful because it offers a systematic way to combine
various informative features. However, it is also accompanied by the need of large
training data. To avoid creating an expensive resource of human quality judge-
ments, we make use of a training criteria as inspired by [9], [24], which involves
the classification of a caption as “human generated or machine generated”. This
enables us to utilize the available human generated and machine generated data
for training (Section 4.1).

While it is hard to find a globally accepted definition of a “good caption”, we
hypothesize that the captions that are closer to human-generated descriptions
can be categorized as acceptable/desirable. The better a captioning system, the
more its output will resemble human generated descriptions. Moreover, the ques-
tion of a caption being human or machine generated has the added advantage
of being answered by the existing datasets containing human reference captions
for corresponding images. Datasets such as MS COCO [8], Flickr30K [34], and
Visual Genome [23] have multiple human generated captions that are associated
with each image. These captions along with those generated by machine mod-
els can be used to train a network to distinguish between the two (human or
machine), thus overcoming the need of the labour intensive task of obtaining
human judgements for a corpus.

3 http://cocodataset.org/#captions-leaderboard
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In our proposed framework, we cast the problem of image description evalua-
tion as a classification task. A multilayer neural network is trained with an objec-
tive to distinguish between human and machine generated captions, while using
the scores of various metrics based on lexical/semantic information as features.
In order to generate a score on a continuous scale of [0, 1], we use the confidence
measure obtained through class probabilities, representing the believability of
a caption being human-produced or otherwise. The proposed framework offers
the flexibility to incorporate a variety of meaningful features that are helpful for
evaluation. Moreover, with the evolution of image captioning systems, sensitive
and more powerful features can be added in time. To the best of our knowledge,
this is the first “learning-based” metric designed specifically to evaluate image
captioning systems. Our main contributions are:

1. A novel learning-based metric, “NNEval”, to evaluate image captioning sys-
tems.
2. A learning framework to unify various criteria to judge caption quality into
a composite metric.
3. A detailed experimental analysis reflecting various aspects of NNEval, its
ability to correlate better with human judgements at the sentence level and its
robustness to various distractions.

2 Related Work

2.1 Automatic Evaluation Metrics

The significance of reliable automatic evaluation metrics is undeniable for the
advancement of image captioning systems. While image captioning has drawn
inspiration from MT domain for encoder-decoder based captioning networks [38],
[39], [40], [42], [29], it has also benefited from the automatic metrics that were ini-
tially proposed to evaluate machine translations/text summaries, such as BLEU
[33], METEOR [10] and ROUGE [27]. In order to evaluate the quality of can-
didate captions, these metrics measure the similarity between candidate and
reference captions, which is reported as a score (higher score reflects better cap-
tion quality).

In recent years, two metrics CIDEr [37] and SPICE [4] have been developed
specifically to evaluate image captioning systems. CIDEr measures the consen-
sus between the candidate and reference captions, primarily using lexical infor-
mation. SPICE on the other hand, uses semantic information in the form of a
scene-graph to measure the similarity between candidate and reference sentences.
Both SPICE and CIDEr have improved upon the commonly used metrics such
as BLEU, ROUGE and METEOR in terms of mimicking human judgements.
However, there is still a lot of room for improving the sentence-level correlation
with human scores [21]. Authors in [28] showed that optimizing the captioning
models for a linear combination of SPICE and CIDEr scores can lead to bet-
ter captions. This linear combination of metrics was termed as SPIDEr (SPICE
+ CIDEr). However, SPIDEr was not assessed for its correlation with human
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judgements. Recently, [21] suggested the use of a distance measure known as
“Word Movers Distance” (WMD) [26] for image caption evaluation, highlight-
ing various strengths of this metric against the existing ones. WMD, which was
originally developed to measure distance between documents, uses the word2vec
[30] embedding space to determine the dissimilarity between the two texts.

2.2 Deterministic vs Learned Metrics

The currently used automatic metrics for image captioning, judge the caption
quality by making deterministic measurements of similarity between candidate
and references captions. These metrics tend to focus on specific aspects of corre-
spondence, such as common sequences of words or the semantic likeness (using
scene graphs). Moreover, these deterministic metrics fail to achieve adequate
levels of correlation with human judgements at the sentence level, which reflects
the fact that they do not fully capture the set of criteria that humans use in
evaluating caption quality. One way to capture more features for evaluation is to
combine various indicators, each of which focuses on a specific aspect, to form a
fused metric [28].

Machine learning offers a systematic way to combine stand-alone determin-
istic metrics (or features related to them) into a unified one. In the literature
related to MT evaluation, various learning paradigms have been proposed and
the existing learned metrics can broadly be categorized as, Binary functions, -
“which classify the candidate translation as good or bad” [24], [15] and Continu-
ous functions, - “which score the quality of translation on an absolute scale” [3].
It is also shown that machine learning can be used to successfully combine stan-
dalone metrics and/or linguistic features to create composite evaluation metrics,
showing a higher correlation with human judgments compared to the individual
metrics [15], [3], [7].

2.3 Features

The features used by the learning-based metrics can be scores of the stand-alone
metrics (such as BLEU, NIST, METEOR, and TER) and/or other numerical
measurements reflecting, the lexical, the syntactic or the semantic similarity
between candidate and reference captions. Various combinations of features have
been proposed for the above mentioned paradigms in MT [3], [13], [16]. Moreover,
combining meaningful linguistic features has shown promising results in metric
evaluation campaigns, such as WMT (Workshop on Machine Translation) [6],
[7]. Therefore, we hypothesize that a learning-based framework can be helpful in
creating customized, reliable and efficient evaluators for captioning as well. We
propose a neural network-based metric which combines the judgement of various
existing metrics through a learning framework. Our work is more conceptually
similar to the work in [24], which induces a human-likeness criteria. However,
it differs in terms of the learning algorithm as well as the features used. In [24],
a SVM classifier was trained with Gaussian Kernels to discriminate human and
machine-like translations, using lexical features together with scores of individual
metrics WER (Word Error Rate) and PER (Position-independent word Error
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Rate) [36]. In contrast, we propose the first neural network-based framework to
induce a metric for caption evaluation. Our feature set consists of individual
metric scores, some of which are from captioning specific metrics and others
are from metrics used in MT. We also include newer state-of-the-art MT metric
‘WMD’ as a part of our feature set. We believe that the novel combination of
metrics used as features will allow our learned composite metric to correlate well
with the human judgements.

3 NNEval

In this section, we describe the proposed metric in detail. The overall architecture
of NNEval is shown in Fig. 1.

3.1 Proposed Approach

To create a machine learning-based metric that is well aligned with human eval-
uations, we frame our learning problem as a classification task. We adopt a
training criteria based on a simple question: “is the candidate caption human or
machine generated?” The human generated captions are still easily distinguish-
able from the machine generated ones [31], [17], as the former are of superior
quality. Image captioning would be a solved problem, if outputs of image caption-
ing systems were of such a high quality that they could not be distinguished from
human generated captions. Exploiting this gap in quality, our trained classifier
can set a boundary between human and machine produced captions. Further-
more, in order to obtain a continuous output score, instead of a class label, we
use the class-probabilities. These probabilities represent the degree of confidence
about a candidate belonging to one of the two classes. Thus the resulting eval-
uator’s output can be considered as some “measure of believability” that the
input caption was human produced.

Another possible way to create a learned metric could be to directly ap-
proximate human judgement scores as a function of some feature set which is
generated over the input captions. However, this approach would require the
availability of a large training corpora containing human-evaluated candidate
captions and their reference counterparts. The development of such a resource
can be very difficult, time consuming and even prohibitive [24]. Framing our
learning problem as a classification task allows the creation of a training set
from existing datasets containing human reference captions for given images [9].
The human generated captions paired with various machine generated ones, for
the given images, can serve as the training examples for the metric. Thus, mit-
igating the need of obtaining expensive manual annotations. Moreover, such a
dataset can be updated easily by including the outputs of more evolved models
without incurring any additional cost.

We use a fully connected multilayer feed-forward neural network as our learn-
ing algorithm to build the proposed metric. We describe the details of NNEval’s
architecture and the learning task in Section 3.3, whereas the features used for
NNEval in the following Section:
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Fig. 1. Overall architecture of NNEval

3.2 NNEval Features

In our proposed framework, the candidate “C” and reference sentences “S” are
not fed directly as an input to the neural network, instead, a set of numeric
features are extracted from them as shown in Figure 1. Only the feature vector
is given as an input to the neural network, not allowing the network to directly
analyse the candidate and reference sentences. Each entity in the feature vector
corresponds to a quality score generated by an individual metric for the given
candidate. Metrics that we use to generate our feature vector are found to be
statistically different from each other [21] and complement each other in assessing
the quality of the candidate captions. Our basic feature set consists of the scores
of the following metrics:

SPICE[4] estimates the caption quality by first converting both candidate and
reference texts to a semantic representation known as a “scene graph”; which
encodes the objects, attributes and relationships found in the captions. Next, a
set of logical tuples are formed by using possible combinations of the elements of
the graphs. Finally, an F-score is computed based on the conjunction of candidate
and reference caption tuples.

CIDEr[37] measures the consensus between candidate and reference captions
using n-gram matching. N-grams that are common in all the captions are down-
weighted by computing the Term Frequency Inverse Document frequency weight-
ing. The mean cosine similarity between the n-grams of the reference and candi-
date captions is referred as CIDErn score. The final CIDEr score is computed
as the mean of CIDErn scores, with n = 1, 2, 3, 4, which we use as a feature.

BLEU[33] evaluates the candidate captions by measuring the n-gram overlap
between the candidate and reference texts. BLEU score is computed via geo-
metric averaging of modified n-gram precisions scores multiplied by a brevity
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penalty factor to penalize short sentences. We use four variants of BLEU i.e.,
BLEU1, BLEU2, BLEU3 and BLEU4 scores as our features.

METEOR[5] judgement is based on the unigram overlap between the candi-
date and reference captions. It matches unigrams based on their meanings, exact
forms and stemmed forms. Whereas, the metric score is defined as the harmonic
mean of unigram precision and n-gram recall.

WMD[26] measures the dissimilarity between two sentences as the minimum
amount of distance that the embedded words of one sentence need to cover to
reach the embedded words of the other sentence. More formally, each sentence
is represented as a weighted point cloud of word embeddings d ∈ RN , whereas
the distance between two words i and j is set as the Euclidean distance between
their corresponding word2vec embeddings [30]. To use it as feature, we convert
this distance score to similarity by using a negative exponential.

We use the MS COCO evaluation code [8] to implement all of the above metrics
except for WMD. To implement WMD, we use the Gensim library script [35].
We also map all the feature values (scores) in the range of [-1, 1], using the
min-max normalization.

3.3 Network Architecture and Learning task

Given a candidate caption C and a list of references S = {S1, S2, S3...SN}, the
goal is to classify the candidate caption as human or machine generated. We
model this task using a feed-forward neural network, whose input is a fixed
length feature vector x = {x1, x2, x3, ..xi}, which we extract using the candidate
caption and corresponding references (Section 3.2), and its output is the class
probability, given as:

yk =
ezk

ez0 + ez1
, k ∈ {0, 1} (1)

Where zk represents un-normalized class scores (z0 and z1 correspond to the
machine and human class respectively). Our architecture has two hidden layers
and the overall transformations in our network can be written as:

h1 = ϕ(W1x+ b1) (2)

h2 = ϕ(W2h1 + b2) (3)

zk = W3h2 + b3 (4)

Wl and bl, are the weights and the bias terms between the input, hidden and
output layers respectively. Where, Wl ∈ RNl×Ml , bl ∈ RMl given l ∈ {1, 2, 3}.
Moreover, ϕ(.) : R → R is the non-linear activation function, given as:

ϕ(x) = max(x, 0) (5)

We use P (k = 1|x) as our metric score, which is the probability of an input
candidate caption being human generated. It can be formulated as:

P (k = 1|x) =
ez1

ez0 + ez1
(6)
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The cross entropy loss for the training data with parameters, θ = (W1,W2,W3, b1,

b2, b3) can be written as:

Jθ = −
1

p

p∑

s=1

log(
ez

s
ỹ

ez
s
0 + ez

s
1

) + βL(θ) (7)

In the above equation zsỹ is the activation of the output layer node corresponding
to the true class ỹ, given the input xs. Where, βL(θ) is a regularization term,
that is commonly used to reduce model over-fitting. For our network we use L2

regularization [32].

3.4 Gameability

A common concern in the design of automatic evaluation metrics is that the
system under evaluation might try to optimize for the metric score, leading to
undesirable outcomes [37], [4]. The resulting captions in such case might not be
of good quality as per human judgement. However, by “gaming the metric”, a
captioning system can achieve a higher than deserving performance, which may
lead to false assessments. For instance, a metric that only takes into account
the lexical similarity between the candidate and reference captions, might be
gamed to assign a higher than deserving score to a caption that just happens to
have many n-gram matches against the reference captions. Since, NNEval itself
is a composition of various metrics, it has a built-in resistance against systems
which have gamed only one or few of the subset metrics. Having said that, the
potential of a system gaming against all, or a subset of features is still plausible.

4 Experimental Settings

To train our metric, a dataset which contains both human and machine generated
captions of each image is required. We create a training set by sourcing data from
Flickr30k dataset [43]. Flickr30k dataset consists of 31,783 photos acquired from
Flickr4, each paired with 5 captions obtained through the Amazon Mechanical
Turk (AMT). For each image in Flickr30k dataset we choose three amongst the
five captions to use as human generated candidate captions. Whereas, we obtain
machine generated captions of the same images, using three image captioning
models, which achieved state-of-the-art performance when they were published
[38], [39], [29]. In Section 4.1, we describe the training set-up for these image
captioning models. In Section 4.2 and Section 4.3, we provide the details of the
training and validation sets used for NNEval. The early stopping criteria and
the network parameters for NNEval are discussed in Section 4.4 and Section 4.5
respectively.

4.1 Dataset for Image Captioning Models

The models that we use to obtain machine generated captions for our training
set are: 1) Show and tell [38], 2) Show, attend and tell (soft-attention) [39],

4 https://www.flickr.com/
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Fig. 2. shows, (a) an image from Flickr30k dataset, (b) human generated captions for
the corresponding image, and (c) captions generated by machine models [38], [39], [29]
for the given image.

and 3) Adaptive attention [29]. We use publicly available official codes of these
captioning models5 and train them on MS COCO dataset [8], which is one of
the largest image captioning datasets. The models that are trained on a large
dataset tend to give a better performance when tested on an unseen dataset. MS
COCO dataset consists of training, validation and testing set containing 82,783,
40,504 and 40,775 images respectively. Each image in these sets is associated with
five or more captions (collected through AMT), except for the testing set. We
combine the MS COCO training and validation sets and use this combined set for
the training of captioning models, while reserving 10,000 image-caption pairs for
validation and testing purposes. We train the image captioning models using the
original experimental protocols to achieve close to their reported performances.

4.2 Training Set for NNEval

We use the trained image captioning models discussed above to generate captions
for the images in Flickr30k dataset. For each image, we obtain three machine
generated captions, one from each model. Moreover, we randomly choose three
captions amongst the five human produced captions, which were originally paired
with their respective image in Flickr30k, to use as human generated captions.
This provides us with an equal number of human and machine generated can-
didate captions per image. Figure 2 shows an example of human and machine
produced candidate captions for a given image. In order to obtain reference cap-
tions for each candidate caption, we again utilize the human written descriptions
of Flickr30k. For each machine-generated candidate caption, we randomly choose
four out of five human written captions which were originally associated with
each image. Whereas, for each human-generated candidate caption, we select the
remaining four out of five original AMT captions.

We make sure that there is no overlap between each human candidate caption
and its corresponding reference captions. In Figure 3, a possible pairing scenario
is shown to demonstrate the distribution of the candidate and reference captions.
If we select S1 as the candidate human caption, we choose S2, S3, S4, S5 as its

5 We thank the authors of these captioning approaches for making their codes publicly
available.
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Fig. 3. shows an image (a), its corresponding human and machine generated captions
(b), and candidate (human and machine generated captions) and reference pairing for
the given image in the training set (c).

references. Whereas, when we select M1 as a candidate machine caption, we
randomly choose any of the four amongst S1, S2, S3, S4, S5 as references. While
different sorts of pairing strategies can be explored, we leave that to future work.
Moreover, the reason why we select four references for each caption is to exploit
the optimal performance of each metric. Most of these metrics have been tested
and reported to give a better performance with a larger number of reference
captions [33], [10], [37], [4].

4.3 Validation Set for NNEval

For our validation set we draw data from Flickr8k [43], which consists of 8,092
images, each annotated with five human generated captions. The images in this
dataset mainly focus on people and animals performing some action. This dataset
also contains human judgements for a subset of 5,822 captions corresponding to
1000 images in total. Each caption was evaluated by three expert judges on a
scale of 1 (the caption is unrelated to the image) to 4 (the caption describes the
image without any errors).

From our training set we remove the captions of images which overlap with
the captions in the validation and test sets (discussed in Section 5), leaving us
with a total of 132,984 non-overlapping captions for training the NNEval model.

4.4 Early Stopping

NNEval is optimized over the training set for a maximum of 500 epochs, and
tested for classification accuracy on the validation set after each epoch. While
the loss function is used during the training period to maximize the classifica-
tion accuracy, we are primarily interested in maximizing the correlation with
human judgements. As accuracy is not a perfect proxy for correlation [24], we
use early stopping based on Kendalls τ (rank correlation), which is evaluated on
the validation set after each epoch. We thus terminate (early-stop) the training
when the correlation is maximized. Since each caption in the validation set is
paired with three judgements, we use the mode value of these three judgements
to evaluate the correlation coefficient.
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Table 1. Caption-level correlation of evaluation metrics with human quality judge-
ments. All p-values (not shown) are less than 0.001

Metric Pearson Spearman Kendall

BLEU-1 0.373 0.366 0.269
BLEU-4 0.223 0.360 0.267
ROUGE-L 0.381 0.376 0.279
METEOR 0.448 0.451 0.337
CIDEr 0.440 0.479 0.359
SPICE 0.475 0.482 0.376
SPIDEr 0.467 0.495 0.381
NNEval 0.532 0.524 0.404

4.5 Network Parameters

We use Adam optimizer [22] to train our network, with an initial learning rate
of 0.25 and a mini-batch size of 75. We initialize the weights for our network by
sampling values from a random uniform distribution [14]. Furthermore, we set
the size of each of the hidden layers h1 and h2 (Section 3.3) to 72 nodes. The
NNEval architecture is implemented using TensorFlow library [1].

5 Results and Discussion

To analyse the performance of our proposed metric, compared to the existing
captioning metrics, we devise three sets of experiments, each judging a different
aspect. First and foremost, we judge the metrics ability to correlate with human
judgements (Section 5.1). Second, we observe how accurate it is in terms of
distinguishing between two candidate captions given the human consensus over
the pair (Section 5.2). Third, we observe the metric’s ability to deal with various
distractions introduced in the candidate sentences (Section 5.3). In the latter
two experiments, we report the accuracy instead of the correlation.

5.1 Correlation with Human Judgements

The purpose of designing automatic metrics is to replace human judgements.
Therefore, the most desirable characteristic of an automatic evaluation metric
is its strong correlation with human scores [44]. A stronger correlation with hu-
man judgements indicates that a metric captures the features that humans look
for, while assessing a candidate caption. In order to measure the sentence-level
correlation of our proposed metric with human judgements we use the COMPOS-
ITE dataset [2] which contains human judgements for 11,985 candidate captions
and their image counterparts. The images in this dataset are obtained from MS
COCO, Flickr8k and Flickr30k datasets, whereas, the associated captions con-
sist of human generated captions (sourced from the aforementioned datasets)
and machine generated captions (using two captioning models [2], [19]). The
candidate captions of images are scored for correctness on the scale of 1 (low rel-
evance) to 5 (high relevance) by AMT workers. To ensure that the performance
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Table 2. Comparative accuracy results on four kinds of caption pairs tested on
PASCAL-50S

Metric HC HI HM MM AVG

BLEU-1 53.5 95.6 91.1 57.3 74.4
BLEU-4 53.7 93.2 85.6 61.0 73.4
ROUGE-L 56.5 95.3 93.4 58.5 75.9
METEOR 61.1 97.6 94.6 62.0 78.8
CIDEr 57.8 98.0 88.8 68.2 78.2
SPICE 58.0 96.7 88.4 71.6 78.7
SPIDEr 56.7 98.5 91.0 69.1 78.8
NNEval 60.4 99.0 92.1 70.4 80.5

of NNEval is evaluated on unseen data, we remove the 771 image-caption pairs
from this test set (which were overlapping with our validation set), leaving a total
of 11,214 pairs for evaluation. Following the approach in [21], we report Pearsons
r, Kendalls τ and Spearmans p correlation coefficients for commonly used cap-
tion evaluation metrics along with a newer metric SPIDEr (linear combination
of SPICE and CIDEr) [28] .

The results in Table 1 show that NNEval outperforms the existing automatic
metrics for captioning by a decent margin in terms of linear (Pearson) and rank
based (Spearman and Kendall) correlation coefficients. This is an improvement
in the current state of the art.

5.2 Accuracy

We follow the framework introduced in [37] to analyse the ability of a metric
to discriminate between a pair of captions with reference to the ground truth
caption. A metric is considered accurate if it assigns a higher score to the caption
preferred by humans. For this experiment, we use PASCAL-50S [37], which con-
tains human judgements for 4000 triplets of descriptions (one reference caption
with two candidate captions). Based on the pairing, the triplets are grouped into
four categories (comprising of 1000 triplets each) i.e., Human-Human Correct
(HC), Human-Human Incorrect (HI), Human-Machine (HM), Machine-Machine
(MM). The human judgements in PASCAL-50S were collected through AMT,
where the workers were asked to identify the candidate sentence which is more
similar to the given reference in the triplet. Unlike the previous study of [?], the
AMT workers were not asked to score the candidate captions but to choose the
best candidate. We follow the same original approach of [37] and use 5 reference
captions per candidate to assess the accuracy of the metrics and report them in
Table 2. The slight variation from the previously reported results [37], [4] might
be due to the randomness in the choice of references.

The results in Table 2 show that on average, NNEval is ahead of the existing
metrics. In terms of individual categories, it achieves the best accuracy in differ-
entiating between Human-Human Incorrect captions. We believe that the reason
that has contributed to this improvement, is that our validation set had all hu-
man generated captions, which were scored by human judges for their relevance
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Fig. 4. shows an image (a), corresponding correct caption (b), distracted versions of
the correct caption (c), and type of distraction in each caption (d).

to the image. Moreover, by using early stopping (Section 4.2), we selected the
model which achieved the best correlation with human judgements. Hence, our
model was optimized for this specific case of Human-Human Incorrect scenario.
As evident from the results in Table 2, NNEval is the most consistently per-
forming model, with the highest average accuracy. Note that HC is the hardest
category as all the metrics produced the lowest accuracy in this category. In HC
category, NNEval comes in only marginally behind the best performing metric
METEOR. NNEval outperforms the three captioning specific metrics (CIDEr,
SPICE and SPIDEr) in three out of four categories, and is second only to SPICE
in MM category with minor difference in the achieved accuracy.

5.3 Robustness

The authors in [17] introduced recently a dataset to perform a focused evalua-
tion of image captioning systems with a series of binary forced-choice tasks, each
designed to judge a particular aspect of image captions. Each task contains an
image paired with two candidate captions, one correct and the other incorrect
(distracted version of correct caption). For our evaluation, a robust image cap-
tioning metric should mostly choose the correct over the distracted one, to show
that it can capture semantically significant changes in words and can identify
when a complete sentence description is better than a single Noun Phrase. In
[21], the authors used this dataset to perform their robustness analysis of var-
ious image captioning metrics. Following their approach, we also use the same
dataset. However, we report the performance on six different tasks instead of
the four reported in [21], namely 1) Replace Person, 2) Replace Scene, 3) Share
Person, 4) Share Scene, 5) Just Person and 6) Just Scene. An example of each
of the six tasks is shown in Figure 4. For the replace-scene and replace-person
task, given a correct caption for an image, the incorrect sentences (distractors)
were constructed by replacing the scene/person (first person) in the correct cap-
tion with different scene/people. For the share-person and share-scene tasks,
the distractors share the same scene/task with the correct caption. However,
the remaining part of the sentence is different. The just-scene and just-person
distractors only consist of the scene/person of the correct caption.

We evaluate the metric scores for each correct and distracted version against
the remaining correct captions that are available for an image in the dataset.
The average accuracy scores for the caption evaluation metrics are reported in
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Table 3. Comparative accuracy results on various distraction tasks

Metric
Replace
Person

Replace
Scene

Share
Person

Share
Scene

Just
Person

Just
Scene

AVG
Worst-case
accuracy

BLEU-1 84.9 78.1 87.5 88.2 87.5 98.4 87.4 78.1
BLEU-4 85.9 75.2 83.5 82.4 54.9 67.7 72.1 54.9
ROUGE-L 83.3 71.1 86.8 86.8 83.4 94.1 84.1 71.1
METEOR 83.7 75.1 92.4 91.4 91.9 98.4 89.3 75.1
CIDEr 89.9 95.0 94.1 93.1 73.3 81.5 85.7 73.3
SPICE 84.0 76.0 88.5 88.8 78.1 92.0 83.6 76.0
SPIDEr 89.7 95.0 94.7 93.6 76.6 86.1 89.3 76.6
NNEval 90.2 91.8 95.1 94.0 85.8 94.7 91.9 85.8

#Instances 5816 2513 4594 2619 5811 2624 Total: 23977

Table 3. The last row of Table 3 shows the numbers of instances tested for
each category. It can be seen that NNEval outperforms the other metrics in
three categories i.e., replace-person, share-person and share-scene task. Note
that NNEval is again the most consistent performer among all metrics. It has
the best performance on average, and it also has the highest worst-case accuracy
amongst all metrics. Thus, we conclude that NNEval is overall the most robust
metric.

6 Conclusion and Future Work

We propose NNEval, a Neural-Network based Evaluation metric which measures
the quality of a caption across various linguistic aspects. Our empirical results
demonstrate that NNEval correlates with human judgements better than the
existing metrics for caption evaluation. Moreover, our experiments show that
it is also robust to the various distractions in the candidate sentences. Our
proposed framework, facilitated the incorporation of various useful features that
contributed to the successful performance of our metric. In order to further
improve NNEval to mimic human score, we intend to carry out a detailed analysis
on the impact of various features on correlation and robustness. We plan to
release our code in the coming months and hope that it will lead to further
development of learning-based evaluation metrics and contribute towards fine-
grained assessment of captioning models.
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