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Abstract

Vision-centric joint perception and prediction (PnP) has
become an emerging trend in autonomous driving research.
It predicts the future states of the traffic participants in
the surrounding environment from raw RGB images. How-
ever, it is still a critical challenge to synchronize features
obtained at multiple camera views and timestamps due to
inevitable geometric distortions and further exploit those
spatial-temporal features. To address this issue, we pro-
pose a temporal bird’s-eye-view pyramid transformer (TBP-
Former) for vision-centric PnP, which includes two novel
designs. First, a pose-synchronized BEV encoder is pro-
posed to map raw image inputs with any camera pose at
any time to a shared and synchronized BEV space for bet-
ter spatial-temporal synchronization. Second, a spatial-
temporal pyramid transformer is introduced to compre-
hensively extract multi-scale BEV features and predict fu-
ture BEV states with the support of spatial priors. Ex-
tensive experiments on nuScenes dataset show that our
proposed framework overall outperforms all state-of-the-
art vision-based prediction methods. Code is available
at: https://github.com/MediaBrain-SJTU/TBP-Former

1. Introduction

As one of the most fascinating engineering projects,
autonomous driving has been an aspiration for many re-
searchers and engineers for decades. Although significant
progress has been made, it is still an open question in de-
signing a practical solution to achieve the goal of full self-
driving. A traditional and common solution consists of a
sequential stack of perception, prediction, planning, and
control. Despite the idea of divide-and-conquer having
achieved tremendous success in developing software sys-

*These authors contributed equally to this work.
Corresponding author.

3Shanghai Al Laboratory
2{yiqizhon}@usc.edu

Previous works

feature map t-1

/

t—1 Grid feature distortion '

/

t g ~—~ .

Temporal information deficiency feature map t-1
feature map t

RNN-based /' Pyramid Transformer !
'

BEV Features
Sequence

= i Z ?
= =

Neural Temporal State. !
Network '

&

v '

'

'

=25

v ; y :

. '

Predicted ' .
Future States . '
' '

(b) Spatial-temporal feature modeling for prediction

Figure 1. Two major challenges in vision-based perception and
prediction are (a) how to avoid distortion and deficiency when ag-
gregating features across time and camera views; and (b) how to
achieve spatial-temporal feature learning for prediction. Our Pose-
Synchronized BEV Encoder can precisely map the visual fea-
tures into synchronized BEV space, and Spatial-Temporal Pyra-
mid Transformer extracts feature at multiple scales.

tems, a long stack could cause cascading failures in an au-
tonomous system. Recently, there is a trend to combine
multiple parts in an autonomous system to be a joint mod-
ule, cutting down the stack. For example, [25,46] consider
joint perception and prediction and [5,43] explore joint pre-
diction and planning. This work focuses on joint perception
and prediction.

The task of joint perception and prediction (PnP) aims
to predict the current and future states of the surround-
ing environment with the input of multi-frame raw sensor
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data. The output current and future states would directly
serve as the input for motion planning. Recently, many
PnP methods are proposed based on diverse sensor input
choices. For example, [4, 25, 34] take multi-frame LiDAR
point clouds as input and achieve encouraging 3D detec-
tion and trajectory prediction performances simultaneously.
Recently, the rapid development of vision-centric methods
offers a new possibility to provide a cheaper and easy-to-
deploy solution for PnP. For instance, [!, 16, 17] only uses
RGB images collected by multiple cameras to build PnP
systems. Meanwhile, without precise 3D measurements,
vision-centric PnP is more technically challenging. There-
fore, this work aims to advance this direction.

The core of vision-centric PnP is to learn appropriate
spatial-temporal feature representations from temporal im-
age sequences. It is a crux and difficult from three aspects.
First, since the input and the output of vision-centric PnP
are supported in camera front-view (FV) and bird’s-eye-
view (BEV) respectively, one has to deal with distortion is-
sues during geometric transformation between two views.
Second, when the vehicle is moving, the view of the image
input is time-varying and it is thus nontrivial to precisely
map visual features across time into a shared and synchro-
nized space. Third, since information in temporal image
sequences is sufficiently rich for humans to accurately per-
ceive the environment, we need a powerful learning model
to comprehensively exploit spatial-temporal features.

To tackle these issues, previous works on vision-centric
PnP consider diverse strategies. For example, [16, 56] fol-
lows the method in [38] to map FV features to BEV fea-
tures, then synchronizes BEV features across time via rigid
transformation, and finally uses a recurrent network to ex-
ploit spatial-temporal features. However, due to the image
discretization nature and depth estimation uncertainty, sim-
ply relying on rigid geometric transformations would cause
inevitable distortion; see Fig. 1. Some other work [49]
transforms the pseudo feature point cloud to current ego
coordinates and then pools the pseudo-lidar to BEV fea-
tures; however, this approach encounters deficiency due to
the limited sensing range in perception. Meanwhile, many
works [16,17,56] simply employ recurrent neural networks
to learn the temporal features from multiple BEV represen-
tations, which is hard to comprehensively extract spatial-
temporal features.

To promote more reliable and comprehensive feature
learning across views and time, we propose the tempo-
ral bird’s-eye-view pyramid transformer (TBP-Former) for
vision-centric PnP. The proposed TBP-Former includes two
key innovations: i) pose-synchronized BEV encoder, which
leverages a pose-aware cross-attention mechanism to di-
rectly map a raw image input with any camera pose at
any time to the corresponding feature map in a shared and
synchronized BEV space; and ii) spatial-temporal pyra-

mid transformer, which leverages a pyramid architecture
with Swin-transformer [28] blocks to learn comprehen-
sive spatial-temporal features from sequential BEV maps
at multiple scales and predict future BEV states with a set
of future queries equipped with spatial priors.

Compared to previous works, the proposed TBP-Former
brings benefits from two aspects. First, previous works [ 16,

,24,56] consider FV-to-BEV transformation and tempo-
ral synchronization as two separate steps, each of which
could bring distortion due to discrete depth estimation and
rigid transformation; while we merge them into one step and
leverage both geometric transformation and attention-based
learning ability to achieve spatial-temporal synchronization.
Second, previous works [16,53] use RNNs or 3D convolu-
tions to learn spatial-temporal features; while we leverage
a powerful pyramid transformer architecture to comprehen-
sively capture spatial-temporal features, which makes pre-
diction more effective.

To summarize, the main contributions of our work are:

* To tackle the distortion issues in mapping temporal
image sequences to a synchronized BEV space, we
propose a pose-synchronized BEV encoder (PoseSync
BEV Encoder) based on cross-view attention mecha-
nism to extract quality temporal BEV features.

* We propose a novel Spatial-Temporal Pyramid Trans-
former (STPT) to extract multi-scale spatial-temporal
features from sequential BEV maps and predict future
BEV states according to well-elaborated future queries
integrated with spatial priors.

* Overall, we propose TBP-Former, a vision-based joint
perception and prediction framework for autonomous
driving. TBP-Former achieves state-of-the-art perfor-
mance on nuScenes [2] dataset for the vision-based
prediction task. Extensive experiments show that both
PoseSync BEV Encoder and STPT contribute greatly
to the performance. Due to the decoupling property
of the framework, both proposed modules can be eas-
ily utilized as alternative modules in any vision-based
BEV prediction framework.

2. Related Work
2.1. Joint Perception and Prediction

As the two core system modules of autonomous driv-
ing, how to conduct perception and prediction tasks jointly
has received a lot of attention. Traditional approaches
[3,4,25,34,39] formulate this joint task as a trajectory pre-
diction problem that relies on the perception outputs of 3D
object detection and tracking. The dependency on interme-
diate results tends to accumulate errors and lacks the ca-
pacity to perceive unknown objects [52,53]. Subsequently,

1369



Input Images Image Features Synchronized BEV Features Predicted BEV States Outputs
o t=-T YTy T T T T \I
- g D |
= 1
' il
N .
! t=0 = -
1 =— =
t=-1 1 ol | I
PoseSync ! Spatial-Tempora 11
= BEV > Pyramid > =>
Encoder . Transformer / ]
1
t=0 / o -
! '
1
-F 1
1
1
Respective Aligned
image space BEV space

Figure 2. An overview of TBP-Former architecture. Taking consecutive surrounding camera images as inputs, TBP-Former first generates
image-space features and uses the PoseSync BEV Encoder to map front-view features to BEV features in a shared and synchronized BEV
space. Then the BEV features from multiple frames are processed by the Spatial-Temporal Pyramid Transformer to extract BEV spatial-
temporal features and predict future BEV states in order. In this process, high-level scene representations are generated from the last frame
BEV feature as spatial priors to guide the prediction. Finally, the well-predicted future states are sent to decoder heads for joint perception

and prediction tasks.

instance-free methods [9,21, ] that predict dense
future semantic occupancy and flow have become a grow-
ing trend to simplify the understanding of dynamic scenes.
Also, several recent works [16, ] explore joint percep-
tion and prediction in the form of dense occupancy and flow
using only surrounding camera input.

In many previous works [4,25, ], raster HD (high-
definition) maps play an important role as input of the
frameworks. HD maps can provide strong priors to guide
the predicted results to follow the traffic lanes. However, in
practice, HD maps are laborious and costly to produce and
require frequent maintenance. Instead of using off-the-peg
HD maps, we follow the philosophy of [5,7,23] in predict-
ing online HD maps but propose to learn high-level scene
geometry representations from real-time sensor inputs and
take these representations as priors for the prediction task.

) bl s
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s

2.2. BEV Representations

BEV representations provide a unified and physical-
interpretable way to represent the rich information of road,
moving objects and occlusion in a traffic scene, which can
be easily utilized for downstream tasks such as motion pre-
diction, planning and control, etc. For camera-based meth-
ods, how to solve the problem of projecting features from
perspective view to BEV is a major challenge. Some learn-
able methods use MLP [23, ] or transformer network
[ ] to implicitly reason the relationship between two
different views. LSS [38] proposes the approach of pre-
dicting depth distribution per pixel on 2D features, then
‘lifting’ the 2D features according to the corresponding
depth distribution to BEV space. Numerous works, aim-
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ing at tasks of BEV perception [19, ], motion predic-
tion[1,16, ], lidar-camera fusion [26], etc., follow this
form to generate BEV representations. Also, some meth-
ods [0, 13,24] explicitly establish the correspondence from
BEV location to image-view pixel using homography be-
tween image and BEV plane and achieve attractive perfor-
mance in diverse tasks.

However, when dealing with temporal information, most
methods [, 16, ] warp history BEV representa-
tions according to the variation of ego poses. Due to the
pre-defined fixed range and size of the BEV grid, rotation
and translation operations may cause distortion and out-of-
range problems when aligning history BEV maps to current
ego coordinates. Though [40] introduces a similar opera-
tion to us to integrate historical information into the cur-
rent frame, the design of their model is unable to predict
future states. To alleviate these issues, we propose a Pos-
eSync BEV Encoder module based on deformable attention
to generate pose-synchronized BEV representations from
temporally consecutive image-view input.

)

s

k) i

2.3. Spatial-Temporal Modeling

In the BEV prediction field, how to design a temporal
model to aggregate spatial-temporal information is a critical
problem. Existing modeling methods can be classified into
three categories: RNN-based, CNN-based and transformer-
based. RNN-based methods [ 1, s ] utilize recur-
rent models such as LSTM [15], GRU [§&] to predict the
future latent states. Though the recurrent model is powerful
to model temporal relationships, it is time-consuming for
constraints in the parallelization of computation. Besides,

s
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Figure 3. The PoseSync BEV Encoder (A) takes front-view features and camera poses as input and then maps to BEV space. The core to
generate BEV features in a synchronized way is the Pose-Aware Cross Attention. Its cross-view attention mechanism is depicted in (B),
where front-view features from different frames of a dynamic vehicle are projected into a uniform BEV space.

some CNN-based methods [5, 34, 50, 53] concatenate BEV
features in the time dimension and take advantage of 3D
convolution to extract spatial-temporal features.

Due to the great power of transformer [48] in sequence
modeling, it has shown promise in many temporal model-

ing tasks such as trajectory prediction [1 1,35, 55], object
tracking [22], video prediction [12,41,51], video interpola-
tion [10,32,47], etc. For BEV perception, [24, 27] utilize

self-attention to model temporal information from multiple
frames to boost perception task. [22] leverage self-attention
to aggregate spatial information and cross-attention to ex-
ploit affinities among sequence frames. To explore the ca-
pacity of transformer model in BEV spatial-temporal mod-
eling, we propose a novel Spatial-Temporal Pyramid Trans-
former (STPT) architecture with future queries for BEV
spatial-temporal features extraction and BEV future states
prediction.

3. Methodology
3.1. Overview Architecture

The overall architecture of the proposed TBP-Former is
illustrated in Fig. 2. It takes the input of multi-view im-
ages with the corresponding camera poses at consecutive
T timestamps. The final output includes BEV map seg-
mentation for current scene understanding and occupancy
flow for motion prediction. The whole TBP-Former can be
decoupled into three parts: (i) pose-synchronized BEV en-
coder, which maps raw image sequences into feature maps
in a spatial-temporal-synchronized BEV space; (ii) spatial-
temporal pyramid transformer, which achieves comprehen-
sive feature learning at multiple spatial and temporal scales;
and (iii) a multi-head decoder, which takes the spatial and
temporal features to achieve scene understanding and mo-
tion prediction. We will elaborate on each part in the fol-
lowing subsections.

3.2. Pose-Synchronized BEV Encoder

Given images collected at multiple time stamps and from
various camera poses, we aim to generate the correspond-
ing feature maps in a shared and synchronized BEV space.
Different from many previous works that synchronize spa-
tial and temporal information in two separate steps, the
proposed pose-synchronized BEV encoder leverage both
geometric prior and learning ability to achieve one-step
synchronization, alleviating distortion effects. Following
the previous transformer-based method [24], this encoder
adopts a transformer architecture whose core is a novel
cross-view attention operation.

Front-view feature map. Let X' = {XE‘“}i:’l)t:O be
the input multi-frame multi-view images, where N is the
number of cameras, 71" is the number of historical times-
tamps and X\~ € REXWx3 ig the RBG image captured
by the ¢th camera at historical time stamp ¢. Note that
each front-view image is associated with a different cam-
era pose. Let Si(_t) = {(ug_t),vg_t)) f{’lw be the pixel
indices of the ith camera’s front-view space, whose im-
age size is H x W. We feed each RBG image Xg_t)
into a shared backbone network (our implementation uses
ResNet-101 [14]) and obtain the corresponding front-view
c RH "xW'xC

feature map Fg_t) with C the channel num-

ber, which is also supported on the front-view space Si(ft).

BEV queries. Let Sgey = {(z,9)} 2} ,—; be the BEV
grid indices, reflecting the X x Y BEV grid space based on
the vehicle-ego pose at the current timestamp. Note that
Spev is the only BEV space we work with in this paper.
Let Q € RX*Y*C be the trainable BEV queries whose
element Q, , € R is a C-dimensional query feature at the
(z, y)th geo-location in the BEV space Sgry. We use Q as
the input to query from the front-view feature map Fg_t) to
produce the corresponding BEV feature map.

Cross-view attention. As the key operation in the pose-
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synchronized BEV encoder, the proposed cross-view atten-
tion constructs a feature map in the BEV space Sggy by
absorbing information from the corresponding pixels in the
front-view feature map.

Let 792-(%) : Sgev X Z — SZ-(*t) be a project opera-
tion that maps a BEV index with a specific height index
to a pixel index in the ¢th camera’s front view at historical
timestamp ¢; that is,

(w07 = PO ((2,2) ).

where z € Z = {1,---, Z}. The project operation 732-(%)
builds the geometric relationship between the BEV and a
front view. The implementation of Pi(ft) works as

u; z
[Se2AN B CON Y
Zi U; - 7;BEV‘>S§7” z|?
1 1
where 7T (—1y € R3*4 {5 a transformation matrix that
SpeEv —S;

can be calculated by camera’s intrinsic/ extrinsic parameters
and vehicle-ego pose.

Based on the project operation, the cross-view attention
can trace visual features in the front view through a BEV
index. Let B{"" € R¥*Y*C be the BEV feature map as-

sociated with the RBG image ngt). The (x,y)th element
of the BEV feature map is obtained as

B ey = D for (Quy P (@, 5,2), V),
(M

where, fpa(-) represents the deformable attention opera-
tion [58]. It allows BEV query @, only to interact with
the front-view feature Fgft) within its regions of interest,
which is sampled around the reference point calculated by
Pf_t). Since one BEV index might lead to multiple pixel
indices in the front-view image because of various height
possibilities in the 3D space. We thus sum over all possi-
ble heights in (1). To further aggregate BEV feature maps
across all the N camera views, we simply take the aver-
age; that is, the BEV feature map at historical timestamp ¢
is B(-) = D Bz(-ft). Note that all the front-view fea-
tures across time and from multiple cameras are synchro-
nized into the same BEV space in one step (1), leading to
less information distortion or deficiency issues.

We can successively apply the cross-view attention fol-
lowed by feed forward networks and normalization layers
for multiple times. Finally, we order BEV feature maps

at multiple timestamps and obtain a temporal BEV feature
map B = [BO) B . BT ¢ RITH)xXxYxC,
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Figure 4. The network architecture of Spatial-Temporal Pyra-
mid Transformer (STPT). Each encoder layer consists of an op-
tional convolutional block for downsampling and Swin Trans-
former Blocks, while each decoder layer contains Swin Trans-
former Blocks and a deconvolutional block for upsampling. In
the decoding process, we pre-define a set of future queries to rep-
resent future BEV states and query the features from encoders.

3.3. Spatial-Temporal Pyramid Transformer

We further propose a novel spatial-temporal pyramid
transformer (STPT) to learn spatial-temporal features more
comprehensively and produce the future BEV states. The
detailed structure of STPT is depicted in Fig. 4.

Temporal BEV pyramid feature learning. We encode
the input temporal BEV feature map 5 with four hierar-
chical layers. Each encoder layer is composed of an op-
tional convolution layer with stride 2 to downsample the
features and a swin transformer encoder, which is a stack
of Swin Transformer blocks [28]. In our implementation,
the window size of Swin-T blocks is set as (4,4). We
can then obtain multi-scale spatial-temporal features B, €
R(T+Dx 3 %250 5 =(,1,2,3.

Future BEV queries. Future BEV queries are defined to
represent future BEV states and query the generated multi-
scale spatial-temporal features. There is a set of learnable
future queries {Q®)}, t = 0,..., 7", where Q® has the
same spatial dimension % X % as Bs. Separate learning
embeddings are employed for future queries to differentiate
the predicted BEV states over time. Additionally, a map
feature generator is applied to generate high-dimensional
features from B(”) in order to extract information about the
scene’s geometry. To be specific, the same structure and
parameters of the hdmap decoder head (excluding the last
linear layer) are reused. The resulting map feature is added
to all future queries to provide spatial information priors.

Future BEV state prediction. The decoding process
contains corresponding four hierarchical layers as the en-

1372



Method RGB Future semantic seg. Future instance seg. FPS
Resolution | IoU (Short) IoU (Long) | VPQ (Short) VPQ (Long)

FIERY [16] 224x480 59.4 36.7 50.2 29.9 1.56

StretchBEV [1] | 224x480 55.5 37.1 46.0 29.0 1.56

ST-P3 [17] 224 x480 - 38.9 - 32.1 1.43

BEVerse [56] 256x704 60.3 38.7 52.2 333 1.96

TBP-Former ‘ 224 <480 ‘ 64.7 41.9 ‘ 56.7 36.9 ‘ 244

Table 1. Prediction results on nuScenes [2] validation set. Intersection-over-Union (IoU) is used for future semantic segmentation and
Video Panoptic Quality (VPQ) for future instance segmentation. Results are reported under two settings: short (30m x 30m) range and
long (100m x 100m) range. Frame Per Second (FPS) means the inverse of inference time. All methods are tested under the same settings
on a single NVIDIA A100. Our TBP-Former achieves SOTA performance and is still more computationally efficient than other methods.

Method | Temp. | Veh. IoU  Ped. IoU
VED [31] 23.3 11.9
VPN [36] 28.2 10.3
PON [42] 27.9 13.9
LSS [38] 34.6 15.0
CVT [57] 36.0 -

Image2Map [44] 40.2 -

BEVFormer [24] 44 .4 -
IVMP [49] v 36.8 17.4
FIERY [16] v 38.2 17.2
ST-P3 [17] v 40.1 14.5
TBP-Former static 44.8 17.2
TBP-Former v 46.2 18.6

Table 2. Perception results on nuScenes [2] validation set. Re-
sults of vehicles and pedestrians are compared by segmentation
IoU. Temp. indicates whether temporal information is involved.

coding process. Unlike the encoding process, {Q(")} is
used as the query input of Swin-T block and performs cross
attention with the encoded features E3. After the first de-
coding layer, the output of each layer is used as the query
input of the next layer. Similar to encoding layers, the de-
convolution layer is optionally applied to upsample the de-
coded features. The simplified process can be written as

b _ | SwinT(85,{Q"}),
o SwinT(B;, DeConv(Dg 1)),

s=3
s=0,1,2

where D, € RT'+Dx5x2:xC ¢ — (01,23 are de-
coded features. The future temporal BEV feature map

at the Oth scale is a temporal sequence of final predicted
BEV states; that is, Dy = [Bio),Bfkl), ...,BiT )}, where
B € RXXY*C i5 the BEV state at future time stamp .

3.4. Multi-head decoder

The future temporal BEV feature map is fed into the
multi-task decoder heads to generate various outputs for dy-
namic scene understanding, see Fig. 5. We follow the output

setting in [ 16] that predicts BEV semantic segmentation, in-
stance center, instance offset, and future flow for joint per-
ception and prediction. Meanwhile, we set up an additional
HD map decoder head to predict basic traffic scene elements
including drivable areas and lanes. The map decoder head
can not only provide scene information for subsequent plan-
ning and control modules but also give guidance to the pre-
diction process, see sec. 3.3.

4. Experiments
4.1. Dataset and settings

We use nuScenes [2] datasets to evaluate our approach.
NuScenes contains 1000 scenes, each of which has 20 sec-
onds annotated at 2Hz. In nuScenes, the images are cap-
tured by 6 cameras with a small overlap in the field of view,
which guarantees the cameras cover the full 360° field of
view. For model input, raw camera images with the size
of 900 x 1600 are resized and cropped to a resolution of
224 x 480. We follow the training and evaluating settings
used in previous methods [1,16,17,56] for fair comparisons,
which use 1.0 second past states and current state to predict
2.0 seconds of the future states. It corresponds to predicting
4 future frames based on 3 observed frames. The size of
the generated BEV grid map is 200 x 200. Each grid has
a range of 0.5m x 0.5m, which means the perception and
prediction range is 100m x 100m.

For training, we use AdamW [30] with a weight decay
0.01 to optimize the models. The learning rate is initialized
as 10~ and decays with a cosine annealing scheduler [29].
All models are trained on 4 NVIDIA A100 GPUs for 10
epochs.

4.2. Metrics

Following previous works [1, 16, 17,56], we mainly use
two metrics for evaluation. The first is Intersection over
Union (IoU), which measures the quality of segmentation at
each frame. The second is Video Panoptic Quality (VPQ),
which is used to measure the consistency of the detected
instances over time and the accuracy of the segmentation.
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Future semantic seg. Future instance seg.
Exp. | Warp. Sync. SLQ SPE | Short (IoU) Long (IoU) | Short (VPQ) Long (VPQ)

1 v 58.7 38.4 50.6 31.8
2 v v 60.8 38.6 524 334
3 v v v 62.0 40.7 532 34.3
4 v 63.0 40.8 54.1 343
5 v v 63.8 41.1 55.8 35.8
6 v v v 64.7 41.9 56.7 36.9

Table 3. Ablation of our proposed architecture. Ablation results for our PoseSync BEV Encoder (Sync.), the learnable future queries,
and the spatial embedding are presented. Exp. 1-3 use the traditional warping methods to align temporal BEV features. Separate learnable
queries (SLQ) represent using separate learnable future queries instead of utilizing the same query with temporal positional encoding.
Spatial positional embedding (SPE) represents using spatial scene representations in future prediction queries.

Temporal model ‘ IoU ‘ VPQ VRQ VSQ TBP-Former also improves the VPQ by 12.1%/10.8%. iii)

MotionNet! [53] | 354 | 30.6 43.1 711 Apart from the performance improvement, TBF-Former

FIERY' [16] 383 | 321 454 707 also has a larger FPS compared to other methods. Its in-
BEVersel [56] | 402 | 340 480 70.9 ference speed is 25% faster than BEVerse’s.

- - - - Fig. 5 shows the visualization results of our proposed

TBP-Former 419 | 369 SLS 726 method. We see that i) almost all the objects are detected

Table 4. Ablation for the prediction model. {: We use Mo-
tionNet, FIERY and BEVerse to replace our prediction model for
comparison, and the BEV encoder and task heads are the same.
Besides IoU and VPQ, we also use Video Recognition Quality
(VRQ) and Video Segmentation quality (VSQ) for evaluation.

Augmentation | Perception Prediction
Cam BEV | Veh. Ped. | IoU VPQ
45.0 17.7 | 405 344

v 448 185|409 353
v 453 18.6 | 414 356

v v 46.2 18.6 | 419 36.9

Table 5. Ablation for data augmentation strategies. Percep-
tion of Vehicles and Pedestrians with different data augmentation
strategies are evaluated on segmentation IoU. Prediction results
are evaluated on segmentation IoU and Video Panoptic Quality.

The formula is shown below:

< Z(ptglIt)eTPt IoU(ps, )

VPQ =
Q ; ITP| + % |FP| + & |[F V|
where H is the sequence length, T'P; represents the set of
true positives, F' P, represents the set of false positives and

F' N, represents the set of false negtives at timestamp t.
4.3. PnP results

Perception and Prediction. Table 1 compares TBP-
Former with other methods of perception and prediction
task based on multi-view cameras. We see that i) we achieve
state-of-the-art performance and exceed previous methods
by a large margin. ii) Even though BEVerse has larger RGB
resolutions, TBP-Former still surpasses their performance
on IoU by 7.3%/8.3% for short/long settings, respectively.

correctly except for those occluded ones. ii) TBP-Former is
capable of capturing the motion information in past frames
and precisely predicting the vehicles’ trajectories by occu-
pancy and flow. Compared with FIERY [16], TBP-Former
is closer to the ground truth. iii) TBP-Former does a better
job than FIERY when predicting vehicles’ turning.

Perception Only. Table 2 compares the results of plenty
of state-of-the-art methods on perception (segmentation)
task. We see that our static model, which does not con-
tain temporal information, can achieve 44.8 and 17.2 ToU
of vehicles and pedestrians. With the input of temporal se-
quences, the performance improves further since auxiliary
information is provided for better perception. The state-of-
the-art results prove the effectiveness of the novel design of
our Pose-synchronized BEV encoder.

4.4. Ablation

Effectiveness of PoseSync View Projection. The
Exp. 1&4, 2&5, 3&6 in Table 3 compare the proposed
PoseSync View Projection and the existing feature warping
methods. We see that the proposed method always achieves
better performance when other settings remain the same.
The reasons are that: i) PoseSync View Projection based
on Deformable Attention can guarantee the precise corre-
spondence between BEV grids and image features. ii) Our
projection method can alleviate distortion and our-of-range
issues when synchronizing sequential BEV features.

Effectiveness of the designed future queries. In
Exp. 1&3 in Table 3, we utilize the identical query with
temporal positional encoding for future queries. Exp. 2&4
in Table 3 demonstrate that using separate learnable em-
bedding for future queries can achieve better performance.
Exp. 3&6 in Table 3 validate the efficacy of the pro-
posed spatial priors for future queries. The generated high-
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Figure 5. Demonstration of our results compared with FIERY and Ground Truth. Different vehicles are assigned with different colors in
order to make a distinction. The darker parts represent the perception of the current frame, and the lighter parts represent the prediction of
the vehicles in future frames. The visualization is based on the predicted occupancy and flow.

dimensional map features provide the prediction model with
useful geographic information. The additional spatial infor-
mation can aid the prediction and lead to better scene fore-
casting.

Effectiveness of STPT. Table 4 compares STPT with
popular CNN-based [53] and RNN-based [16,56] methods.
We keep all the settings the same except for temporal mod-
eling. To be specific, the size of input images (224 x 480),
image backbones and BEV feature extractor are the same.
And then we plug their temporal models into our architec-
ture. We see that i) STPT model performs better in all four
metrics, including semantic segmentation IoU and three in-
stance segmentation metrics from the video prediction area.
ii) Our reproduced temporal models achieve higher perfor-
mance than the original implements. This further validates
the effectiveness and power of our BEV feature extractor.

Data Augmentation. We perform both image-view and
BEV augmentations. The image-view augmentations in-
clude random scaling, rotation and flip of the input images.
The BEV augmentations include similar operations on both
BEV representations and corresponding ground truth labels.
Table 5 compares the results of different data augmentation

strategies. We see that i) both augmentation methods im-
prove the performance when used separately. ii) The com-
bination of two methods works better than any single ap-
proach. Introducing data augmentation strategies is benefi-
cial to the model’s robustness and generalization ability.

S. Conclusion

This paper proposes a novel TBP-Former for vision-
centric joint perception and prediction. We design a pose-
synchronized BEV encoder module using a cross-view at-
tention mechanism to solve the distortion issues in previ-
ous works. Furthermore, we propose a powerful spatial-
temporal pyramid transformer for BEV feature extraction
and BEV state prediction. Experiments show that i) TBP-
Former improves the prediction performance over state-of-
the-art methods significantly; and ii) both PoseSync BEV
Encoder and STPT contribute to better performances.
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