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Abstract. Recent unsupervised approaches to domain adaptation primarily fo-
cus on minimizing the gap between the source and the target domains through
refining the feature generator, in order to learn a better alignment between the
two domains. This minimization can be achieved via a domain classifier to detect
target-domain features that are divergent from source-domain features. However,
when optimizing via such domain-classification discrepancy, ambiguous target
samples that are not smoothly distributed on the low-dimensional data manifold
are often missed. To solve this issue, we propose a novel Contrastively Smoothed
Class Alignment (CoSCA) model, that explicitly incorporates both intra- and
inter-class domain discrepancy to better align ambiguous target samples with
the source domain. CoSCA estimates the underlying label hypothesis of target
samples, and simultaneously adapts their feature representations by optimizing a
proposed contrastive loss. In addition, Maximum Mean Discrepancy (MMD) is
utilized to directly match features between source and target samples for better
global alignment. Experiments on several benchmark datasets demonstrate that
CoSCAoutperforms state-of-the-art approaches for unsupervised domain adapta-
tion by producing more discriminative features.

1 Introduction

Deep neural networks (DNNs) have significantly improved the state of the art on many
supervised tasks [1-4]. However, without sufficient training data, DNNs often gener-
alize poorly to new tasks or new environments [5]. This is known as dataset bias or a
domain-shift problem [6]. Unsupervised domain adaptation (UDA) [7, 8] aims to gen-
eralize a model learned from a source domain with rich annotated data to a new tar-
get domain without any labeled data. Recently, many approaches have been proposed
to learn transferable representations, by simultaneously matching feature distributions
across different domains [9, 10].

Motivated by [11], [12, 13] introduced a min-max game: a domain discriminator
is learned by minimizing the error of distinguishing data samples from the source and
the target domains, while a feature generator learns transferable features that are in-
distinguishable by the domain discriminator. This imposes that the learned features are
domain-invariant. Additionally, a feature classifier ensures that the learned features are
discriminative in the source domain. Despite promising results, these adversarial meth-
ods suffer from inherent algorithmic weaknesses [14]. Specifically, the generator may
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Fig. 1. Comparison between previous classifier-discrepancy-based methods and our proposed
CoSCA in the feature space. Top: The region of vacancy created by maximum discrepancy re-
duces the smoothness of alignment between ambiguous target samples and source samples, lead-
ing to sub-optimal solutions. This problem becomes more severe when global domain alignment
is not considered. Bottom: Demonstration of global alignment and class-conditional adaptation
by using the proposed CoSCA. After classifier discrepancy is maximized, the proposed con-
trastive loss moves ambiguous target samples near the decision boundary towards their neighbors
and separates them from non-neighbors.

manifest ambiguous features near class boundaries [15]: while the generator manages to
fool the discriminator, some target-domain features may still be misclassified. In other
words, the model merely aligns the global marginal distribution of the two domains and
ignores the class-conditional decision boundaries.

To overcome this issue, recent UDA models further align class-level distributions
by taking the decision boundary into consideration. These methods either rely on iter-
atively refining the decision boundary with empirical data [14, 16], or utilizing multi-
view information [17]. Alternatively, the maximum classifier discrepancy (MCD) [15]
model conducts a min-max game between a feature generator and two classifiers. Am-
biguous target samples that are far from source-domain samples can be detected when
the discrepancy between the two classifiers is maximized, as shown in Figure 1(b).
Meanwhile, as the generator fools the classifiers, the generated target features may fall
into the source feature regions. However, the target samples may not be smooth on the
low-dimensional manifold [18, 19], meaning that neighboring samples may not belong
to the same class. As a result, some generated target features could be miscategorized
as shown in Figure 1(c).

In this paper, we propose the Contrastively Smoothed Class Alignment (CoSCA)
model to improve the latent alignment of class-conditional feature distributions between
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source and target domains, by alternatively estimating the underlying label hypothe-
sis of target samples to map them into tighter clusters, and adapt feature representa-
tions based on a proposed contrastive loss. Specifically, by aligning ambiguous target
samples near the decision boundaries with their neighbors and distancing them from
non-neighbors, CoSCA enhances the alignment of each class in a contrastive manner.
Figure 1(f) demonstrates an enhanced and smoothed version of the class-conditional
alignment. Moreover, as shown in Figure 1(d), Maximum Mean Discrepancy (MMD)
is included to better merge the source and target domain feature representations. The
overall framework is trained end-to-end in an adversarial manner.
Our principal contributions are summarized as follows:

— We propose CoSCA, a novel approach that smooths class alignment for maximizing
classifier discrepancy with a contrastive loss. CoSCA also provides better global
domain alignment via the use of MMD loss.

— We validate the proposed approach on several domain adaptation benchmarks. Ex-
tensive experiments demonstrate that CoSCA achieves state-of-the-art results on
several benchmarks.

2 Related Work

Unsupervised Domain Adaptation A practical solution for domain adaptation is to
learn domain-invariant features whose distribution is similar across the source and the
target domains. For example, Sener et al. [20] proposed using clustering techniques
and pseudo-labels to obtain discriminative features. Long et al. proposed DAN [21]
and JAN [22] to minimize the MMD or variations of MMD between two domains.
Adversarial domain adaptation integrates adversarial learning and domain adaptation in
a two-player game [13, 12, 10]. Following this idea, most existing adversarial learning
methods reduce feature differences by fooling a domain discriminator [23, §]. However,
these methods fail to consider the relationship between target samples and the class-
conditional decision boundaries when aligning features [15], while only merging the
source and the target domains.

Class-conditional Alignment To address the aforementioned issue, recent work en-
forces class-level alignment while aligning global marginal distributions. Associative
domain adaptation (ADA) [9] reinforces associations across domains directly in the
embedding space, to extract features that are statistically domain-invariant and class-
discriminative. Adversarial Dropout Regularization (ADR) [16] and Maximum Classi-
fier Discrepancy (MCD) [15] were proposed to train a neural network in an adversarial
manner, avoiding generating non-discriminative features lying in the region near the de-
cision boundary. In [24, 22] the authors considered class information when measuring
domain discrepancy. Co-regularized Domain Adaptation (Co-DA) [17] utilized multi-
view information to match the marginal feature distributions corresponding to the class-
conditional distributions. Compared with previous work that executed the alignment by
optimizing “hard” metrics [15, 17], we propose to smooth the alignment iteratively, with
explicitly defined loss.
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Fig. 2. Framework of the proposed CoSCA. The inputs are X® with label Y* from the source
domain and unlabeled X" from the target domain. The model contains a shared feature generator
G and two feature classifiers I and F>. Lvwmp is calculated using the generated feature mean
of the source and target, i.e., gs and g; respectively. L.y is the classifier discrepancy calculated
based on the probability outputs p; and p2 of Fi (G(X")) and F>(G(X")), respectively. Leontras
is the contrastive loss calculated for both source-and-target and target-and-target samples.

Contrastive Learning The intuition for contrastive learning is to let the model under-
stand the difference between one set (e.g., data points) and another, instead of only char-
acterizing a single set [25]. This idea has been explored in previous works that model
intra-class compactness and inter-class separability (e.g., distinctiveness loss [26], con-
trastive loss [27], triplet loss [28]) and tangent distance [29]. It has also been extended
to consider several assumptions in semi-supervised and unsupervised learning [19, 30],
such as the low-density region (or cluster) assumption [19, 29] that the decision bound-
ary should lie in the low-density region, rather than crossing the high-density region.
Recently, contrastive learning was applied in UDA [31], in which the intra/inter-class
domain discrepancy were modeled. In comparison, our work is based on the MCD
framework, utilizing the low-density assumption and focusing on separating the am-
biguous target data points by optimizing the contrastive objective, allowing the deci-
sion boundary to sit in the low-density region, ¢.e., region of vacancy, and smoothness
assumption.

3 Approach

Unsupervised domain adaptation seeks to generalize a learned model from a source
domain to a target domain, the latter following a different (but related) data distribu-
tion from the former. Specifically, the source- and target-domain samples are denoted
S = {(Xiqa yiq), 0 (va yzs)a ) (XLIgVS ) y}qu)}’ and T = {X?Lla ) Xg, “wxg\lt}’ respec-
tively, where x{ and x! are the input, and y{ € {1,2,..., K'} represents the data labels
of K classes in the source domain. The target domain shares the same label types as
the source domain, but we possess no labeled examples from the target domain. We are
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interested in learning a deep network G that reduces domain shift in the data distribu-
tion across S and 7, in order to make accurate predictions for y!. We use the notation
(X*,Y?#) to describe the source-domain samples and labels, and X" for the unlabeled
target-domain samples.

Adversarial domain adaptation approaches such as [15, 32] achieve this goal via a
two-step procedure: 7) train a feature generator GG and the feature classifiers Fy, Fy with
the source-domain data, to ensure the generated features are class-conditional; ¢¢) train
F and F;, so that the prediction discrepancy between the two classifiers is maximized,
and train G to generate features that are distinctively separated. The maximum classi-
fier discrepancy detects the target features that are far from the support of the source
domain. As the generator tries to fool the classifiers (¢.e., minimizing the discrepancy),
these target-domain features are enforced to be categorized and aligned with the source-
domain features.

However, only measuring divergence between F; and F5 can be considered first-
order moment matching, which may be insufficient for adversarial training. Previous
work also observed similar issues [33,34]. We address this challenge by adding the
Maximum Mean Discrepancy (MMD) loss, that matches the difference via higher-
order moments. Also, the class alignment in existing UDA methods takes into account
the intra-class domain discrepancy only, which makes it difficult to separate samples
within the same class that are close to the decision boundary. Thus, in addition to the
discrepancy loss, we also measure both intra- and inter-class discrepancy across do-
mains. Specifically, we propose to minimize the distance among target-domain features
that fall into the same class based on decision boundaries, and separate those features
from different categories. During this process, ambiguous target features are simultane-
ously kept away from the decision boundaries and mapped into the high-density region,
achieving better class alignment.

3.1 Global Alignment with MMD

Following [15], we first train a feature generator G(-) and two classifiers F1(G(+)) and
F5(G(+)) to minimize the softmax cross-entropy loss using the data from the labeled
source domain S, defined as:

K
L(X*Y?) = — Exs yo)n(xs,v9) [Z Lip=ys) log p1(y[x°)
k=1
K
+ 3 Ty log pa(ylx)| M
k=1

where p; (y|x) and ps(y|x) are the probabilistic output of the two classifiers F (G(x))
and F5(G(x)), respectively.

In addition to (1), we explicitly minimize the distance between the source and tar-
get feature distributions with MMD. The main idea of MMD is to estimate the distance
between two distributions as the distance between sample means of the projected em-
beddings in a Hilbert space. Minimizing MMD is equivalent to minimizing all orders
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of moments [35]. In practice, the squared value of MMD is estimated with empirical
kernel mean embeddings:

Lymp(X?, X') = sz H 9|| $(2h)

22 el

1
nS;G ’ gt:E;G(Xt)

where ¢(-) is the kernel mapping, gs € R", g; € R", with n; and n, denoting the size
of a training mini-batch of the data from the source domain S and the target domain
T, respectively; || - || denotes the ¢o-norm. With the MMD loss Lyvp, the normalized
features in the two domains are encouraged to be distributed identically, leading to
better global domain alignment.

@)

3.2 Contrastively Smoothed Class Alignment

Discrepancy Loss The discrepancy loss represents the level of disagreement between
the two feature classifiers in prediction for target-domain samples. Specifically, the dis-
crepancy loss between £ and F3 is defined as:
| XK
A1 (y1), p2(¥1x)) = 2= D [pr, ()= (v1)| ©)
k=1
where | - | denotes the ¢1-norm, and p;, () and po, (+) are the probability output of p;
and po, for the k-th class, respectively. Accordingly, we can define the discrepancy loss
over the target domain 7:

Laay(X') = Exexe [d(p1(y[x"), p2(y[x"))] 4
Adversarial training is conducted in the MCD [15] setup:
min £(X*,Y?®) — A (X")
Fy,F>

5
mén Laay(X")

where A is a hyper-parameter. Minimizing the discrepancy between the two classifiers
F1 and F5 induces smoothness for the clearly classified target-domain features, while
the region in the vacancy among the ambiguous ones remains non-smooth. Moreover,
MCD only utilizes the unlabeled target-domain samples, while ignoring the labeled
source-domain data when estimating the discrepancy.

Contrastive Loss To further optimize G to estimate the underlying label hypothesis
of target-domain samples, we propose to measure the intra- and inter-class discrep-
ancy across domains, conditional on class information. By using an indicator defined as

0, y#y’

‘C‘c%n—t)rzz - Z LdiS(G(Xf)v G(X§)7 C(yisv :’Jgt)) (6)
x; €S xLET

1, y=y
c(y,y') = { » Y7 Y e define the contrastive loss between S and T as:
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where Lg;s is a distance measure (defined below), and ﬂ; is the predicted target label for
xz-. Specifically, (6) covers two types of class-aware domain discrepancies: ) intra-class
domain discrepancy (y; = 375); and ¢¢) inter-class domain discrepancy (y; # @?). Note
that y? is known, providing some supervision for parameter learning. Similarly, we can
define the constrastive loss between 7 and 7 as:

Ll = > Las(G(x}), G(x}), (@, 1)) (7)

tot
x{x5€T

To obtain the indicator c(y,y’), estimated target label 3! is required. Specifically, for
each data sample x§, a pseudo label is predicted based on the maximum posterior prob-
ability of the two classifiers:

@’; = argmax {p(F1(G(X§‘)):k|X)
ke{1,2,...K} ®)

+ p(F(G(x)) = klx) |

Ideally, based on the indicator, Lg;s should ensure the gathering of features that fall in
the same class, while separating those in different categories. Following [19], we utilize
contrastive Siamese networks [36], which can learn an invariant mapping to a smooth
and coherent feature space and perform well in practice:

{HG(Xz‘) - G(x))|I? cij=1
Ldis ==

, ©)
max (0, m—||G(x;) —G(x;)[])” cij=0

where ¢;; = c(y;,y;) and m is a pre-defined margin. The margin loss constrains the
neighboring features to be consistent. Based on the above definitions of source-and-
target and target-and-target contrastive losses, the overall objective is:

Looneas (X, Y, X1) = LETT A+ Ll (10)

contras contras

Minimizing the contrastive 10ss Lconras €ncourages features in the same class to aggre-
gate together while pushing unrelated pairs away from each other. In other words, the
semantic feature approximation is enhanced to induce smoothness between data in the
feature space.

3.3 Training Procedure

We optimize G, F} and F, by combining all of the aforementioned losses, performed
in an adversarial training manner. Specifically, we first train the classifiers I} and F;
and the generator G to minimize the objective:

i X5 Y%+ A X5 X? 11

FS};QG L(X*,Y?) 4+ ALy (X5, XY) (11

We then train the classifiers F; and F% while keeping the generator G fixed. The objec-
tive is:

min L£(X%,Y?®) — Ay Ly (X) (12)

Fi,F>
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Algorithm 1 Training procedure of CoSCA.

1: Input: Source domain samples {x}, y; }, and target domain samples {x’ }. Hyper-parameters
A1, A2, A3, and inner-loop iteration 7 and J.
2: Output: Classifiers F; and F», and generator G.

for iter from 1 to maz_iter do
Sample a mini-batch of source samples [x?, y;] and target samples [x}].

3:

4

5:  # Update both the generator and the classifiers
6:  Compute £(X®,Y?) on [x], yi]-

7: Compute Lymp (X, X*) on [x,x5].
8

Update GG, I and F> using (11).

9:  # Update the classifiers
10: for inner_loop_iter, from 1 to 7 do

11: Compute £(X®,Y?) on [x7, y7].
12: Compute Laav(X") on x5.

13: Fix G, update F; and F> using (12).
14: end for

15:  # Update the feature generator
16:  for inner_loop_iters from 1 to § do

17: Compute Laav(X") on x5.

18: Compute Leonras(X*, Y*, X*) on [Xf, v5, X;]
19: Fix Fi and F5, update G using (13).

20:  end for

21: end for

Lastly, we train the generator G with the following objective, while keeping both F}
and F5 fixed:

mén /\2£adv(xt) + /\BLconlras(XS, Ysa Xt) (13)

where A1, A2 and A3 are hyper-parameters that balance the different objectives. These
steps are repeated, with the full approach summarized in Algorithm 1. In our experi-
ments, the inner-loop iteration numbers 7 and § are both set to 2.

Class-aware sampling When training with the contrastive loss, it is important to sam-
ple a mini-batch of data with all the classes, to allow (10) to be fully trained. Following
[31], we use a class-aware sampling strategy. Specifically, we randomly select a subset
of each class, from which a mini-batch is sampled. Consequently, in each mini-batch,
we are able to estimate the intra/inter-class discrepancy.

Dynamic parameterization of A3 In our implementation, we adapt a dynamic w(t) to
parameterize 3. We set w(t) = exp[—6(1 — mﬂ)\g, which is a Gaussian curve
ranging from O to As; this is employed to prevent unlabeled target features gathering in
the early stage of training, as the pseudo labels might be unreliable.
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(a) The Digit dataset. (b) The CIFAR-10 dataset and the STL dataset.

Fig. 3. Sample images from the Digit, CIFAR-10 and STL datasets. Images from each column
belong to the same class, while each row corresponds to a domain.

4 Experiments

We evaluate the proposed model primarily on image datasets. To compare with MCD [15]
as well as the state-of-the-art results in [14, 17], we evaluate on the same datasets used
in those studies: the digit datasets (i.e., MNIST, MNISTM, Street View House Num-
bers (SVHN), and USPS), CIFAR-10, and STL-10. We also conduct experiments on
the VisDA dataset, i.e., large-scale images. Our model can also be applied to non-visual
domain adaptation tasks. Specifically, to show the flexibility of our model, we also eval-
uate it on the Amazon Reviews dataset.

For visual domain adaptation tasks, the proposed model is implemented based on
VADA [14] and Co-DA [17] to avoid any incidental difference caused by network archi-
tecture. However, different from these methods, our model does not require a discrim-
inator, and only adopts the architecture for the feature generator G and the classifier
F'. Specifically, G has 9 convolutional layers with several dropout, max-pool, Gaus-
sian noise and global pool layers (details can be found in the Supplementary Mate-
rial). Both F; and F5 are one-layer MLPs. We also include instance normalization [14,
37], achieving superior results on several benchmarks. For the VisDA dataset, we im-
plemented our model based on Self-ensembling Domain Adaptation (SEDA) [38]. To
compare with MCD and Contrastive Adaptation Network (CAN) [31] (codebase not
available) in both experiments, we re-implemented them using the exact architecture as
our model.

In addition to the aforementioned baseline models, we also include results from re-
cently proposed unsupervised domain adaptation models. Note that standard domain
adaptation methods (such as Transfer Component Analysis (TCA) [39] and Subspace
Alignment (SA) [40]) are not included; these models only work on pre-extracted fea-
tures, and are often not scalable to large datasets. Instead, we mainly compare our model
with methods based on adversarial neural networks.

For the non-visual task, we adopt a one-layer CNN structure from previous work
[41]. The feature generator G consists of three components, including a 300-dimensional
word embedding layer using GloVe [42], a one-layer CNN with ReL.U, and a max-over-
time pooling through which the final sentence representation is obtained. The classifiers
Fy and F5 can be decomposed into one dropout layer and one fully connected output
layer.
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Source Domain | MNIST  SVHN MNIST MNIST  CIFAR STL
Target Domain SVHN  MNIST MNISTM  USPS STL CIFAR
MMD [21] - 71.1 76.9 1.1 - -
DANN [8] 35.7 71.1 81.5 77.1 - -
DSN [44] 40.1 82.7 83.2 91.3 - -
ATT [45] 52.8 86.2 94.2 - - -
With Instance-Normalized Input:

Souce-Only 40.9 82.4 59.9 76.7 77.0 62.6
VADA [14] 73.3 94.5 95.7 - 78.3 71.4
Co-DA [17] 81.3 98.6 97.3 - 80.3 74.5
MCD [15] 68.7 96.2f 96.7 9421 78.1 69.2
SEDA [38] 37.5 99,2 - 98.2 80.1 74.2
CAN [31] 67.1 94.8 96.2 97.5 77.3 70.4
CoSCA 80.7 98.7 98.9 99.3 81.7 75.2

Table 1. Results on visual domain adaptation tasks. Source-Only corresponds to training a clas-
sifier in the source domain and applying it directly to the target domain, without any adaptation.
Models with instance-normalized input are implemented using the same network architecture.
Results with { are reported in [15].

4.1 Digit Datasets

There are four types of digit images (¢.e., four domains). MNIST and USPS are both
hand-written gray-scale images, with relatively small domain difference. MNISTM [8§]
is a dataset built upon MNIST by adding randomly colored image patches from BSD500
dataset [43]. SVHN includes colored images of street numbers. All images are rescaled
to 32 x 32 x 3. Sample images of all four digit datasets are presented in Figure 3(a).

MNIST—SVHN While both MNIST and SVHN include images of digits, there ex-
ists a large domain gap between these two datasets. As gray-scale handwritten digits,
MNIST has much lower dimensionality than SVHN, which contains cropped street-
view images of house numbers. Specifically, each image from SVHN has a colored
background, which sometimes contains multiple digits, and might be blurry. This makes
MNIST—SVHN a much harder adaptation task than other digit datasets. It is shown re-
cently in [14] that instance normalization allows the classifier to be invariant to channel-
wide scaling and shifting of the input pixel intensities, greatly improving the adaptation
performance on MNIST—SVHN (73.3%). With instance normalization, our proposed
CoSCA achieves test accuracy of 80.7%, as shown in Table 1, competitive with state-
of-the-art results from [17].

Notice that MCD does not provide adequate performance. Figure 4(a) plots the t-
SNE embedding of the features learned by MCD. Domains are indicated by different
colors, and classes are indicated by different digit numbers. MCD fails to align the
features of the two domains globally due to the large domain gap. In other words, the
maximized discrepancy provides too many ambiguous target-domain samples. As a
result, the feature generator may not be able to properly align them with the source-
domain samples. In comparison, as shown in Figure 4(b), CoSCA utilizes the MMD
between the source and the target domain features, thus maintaining a better global
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Fig. 4. t-SNE embedding of the features G (x) for MNIST (M) — SVHN (S) and STL — CIFAR
(C). Color indicates domain, and the digit number is the label. The ideal situation is to mix the
two colors with the same label, representing domain-invariant features. The t-SNE plots for the
other datasets are provided in the Supplementary Material.

domain alignment. With further smoothed class-conditional adaptation, it outperforms
MCD.

SVHN—MNIST Classification with the MNIST dataset is easier than others. As shown
in Table 1, source-only achieves 82.4% on SVHN—MNIST with instance normaliza-
tion. Therefore, even with the same amount of domain difference, performance on
SVHN—MNIST is much better than MNIST—SVHN across all compared models.
The test accuracy of our model achieves 98.7%.

MNIST—MNISTM Since MNISTM is a colored version of MNIST, there exists a
one-to-one matching between the two datasets, ¢.e., a domain adaptation model would
perform well as long as domain-invariant features are properly extracted. CoSCA pro-
vides better results than Co-DA, yielding a test accuracy of 98.9%.

MNIST—USPS Evaluation on MNIST and USPS datasets is also conducted to com-

pare our model with other baselines. The proposed method achieves an excellent result
of 99.3%.

4.2 CIFAR-10 and STL-10 Datasets

CIFAR-10 and STL-10 are both 10-class datasets, with each image containing an animal
or a type of transportation. Images from each class are much more diverse than the
digit datasets, with higher intrinsic dimensionality, which makes it a harder domain
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Model ‘plane beycl bus car horse knife mcycl person plant sktbrd train truck |mean

Source Only| 55.1 53.3 61.9 59.1 80.6 17.9 79.7 31.2 810 265 73.5 8.5 |524f
MMD [21] |87.1 63.0 76.5 42.0 90.3 429 859 53.1 49.7 363 858 20.7|61.1°
DANN [8] |81.9 77.7 82.8 44.3 81.2 295 651 286 519 546 828 7.8 |57.4%

MCD [15] |89.1 80.8 829 709 91.6 56.5 89.5 793 909 76.1 883 293|77.1
CAN [31] |914 789 79.1 72.8 93.2 634 824 68.6 932 883 84.1 39.2|779
SEDA [38] | 953 87.1 84.2 583 944 89.6 879 79.1 928 91.3 89.6 37.4|82.2
CoSCA 95.7 87.4 85.7 73.5 953 72.8 915 84.8 94.6 879 879 36.8|82.9

Table 2. Test accuracy of ResNet101 model fine-tuned on the VisDA dataset. Results with t are
reported in [15], while the others are implemented using the same network architecture.

adaptation task. There are 9 overlapping classes between these two datasets. Figure 3(b)
shows some sample images from each class. CIFAR provides images of size 32x32 and
a large training set of 50,000 image samples, while STL contains higher quality images
of size 96 x96, but with a much smaller training set of 5,000 samples. Following [38, 14,
17], we remove non-overlapping classes from these two datasets and resize the images
from STL to 32x32.

STL—CIFAR is more difficult than CIFAR—STL, due to the small training set
in STL. For the latter, the source-only model with no adaptation involved achieves an
accuracy of 77.0%. With adaptation, the margin-of-improvement is relatively small,
while CoSCA provides the best improvement of 4.7% among all the models (Table 1).
For STL—CIFAR, our model yields a 12.6% margin-of-improvement and an accuracy
of 75.2%. Figures 4(e), 4(f), 4(g), and 4(h) provide t-SNE plots for MCD and our model,
respectively, which shows our model achieves much better alignment for each class.

4.3 VisDA Dataset

The VisDA dataset is a large-scale image dataset that evaluates the adaptation from
synthetic-object to real-object images. Images from the source domain are synthetic
renderings of 3D models from different angles and lighting conditions. There are 152,397
image samples in the source domain, and 55,388 image samples in the target domain.
The image size, after rescaling as in [15], is 224 x 224 x 3. A model architecture with
ResNet101 [4] pre-trained on Imagenet is required. There are 12 different object cate-
gories in VisDA, shared by the source and the target domains.

Table 2 shows the test accuracy of different models in all object classes. The class-
aware methods, namely MCD [15], SEDA [38] and our proposed CoSCA, outper-
form the source only model in all categories. In comparison, the methods that are
mainly based on distribution matching do not perform well in some of the categories.
CoSCA outperforms MCD, showing the effectiveness of contrastive loss and MMD
global alignment. In addition, it performs better than SEDA in most categories, demon-
strating its robustness in handling large scale images.
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| Source-Only [ DANN [8] | PBLM [46] | MCD [15] | DAS [47] | CoSCA
Accuracy | 79.13 [ 80297 [ 80407 [ 8135 [ 81967 | 83.17

Table 3. Results on the Amazon Reviews dataset. Results with { are reported by [47, 46].

MNIST STL Amazon
Model SVHN CIFAR Reviews
MCD [15] 68.7 69.2 81.35
MCD+MMD 72.1 70.2 81.73
MCD+Contras 75.9 73.4 82.56
CoSCA 80.7 75.2 83.17

Table 4. Ablation study on CoSCA with different variations of MCD on MNIST—SVHN,
STL—CIFAR, and Amazon Reviews.

4.4 Amazon Reviews Dataset

We also evaluate CoSCA on the Amazon Reviews dataset collected by Blitzer et al.
[48]. It contains reviews from several different domains, with 1000 positive and 1000
negative reviews in each domain.

Table 3 shows the average classification accuracy of different methods, including
DANN [8] DAS [47] and PBLM [46]. We use the same model architecture and pa-
rameter setting for MCD and the source-only model. Results show that the proposed
CoSCA outperforms all other methods. Specifically, it improves the performance from
test accuracy of 81.96% to 83.17%, when compared to the state-of-the-art method DAS.
MCD achieves 81.35%, which is also outperformed by CoSCA.

4.5 Ablation Study

To further demonstrate the improvement of CoSCA over MCD [15], we conduct an
ablation study. Specifically, with the same network architecture and setup, we compare
model performance among 1) MCD, 2) MCD with smooth alignment (MCD+Contras),
3) MCD with global alighnment (MCD+MMD), and 4) CoSCA, to validate the effec-
tiveness of adding contrastive 108s L¢ongras and MMD loss Lywp to MCD. As MCD has
already achieved superior performance on some of the benchmark datasets, we mainly
choose those tasks on which MCD does not perform very well, in order to better analyze
the margin of improvement. Therefore, MNIST—SVHN, STL—CIFAR and Amazon
Reviews are selected for this experiment (Table 4).

Effect of Contrastive Alignment We compare CoSCA with MCD as well as its few
variations, to validate the effectiveness of the proposed contrastive alignment. Table 4
provides the test accuracy for every model across the selected benchmark datasets. For
MNIST—SVHN, MCD+Contrastive outperforms MCD by 7.2%. For STL—CIFAR
and Amazon Reviews, the margin of improvement is 4.2% and 1.21%, respectively
(less significant than MNIST—SVHN, possibly due to the smaller domain difference).
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Fig. 5. Ablation study on CoSCA and different variations of MCD.

Note that the results of MCD+Contras are still worse than CoSCA, demonstrating the
effectiveness of the global domain alignment and the framework design of our model.

Effect of MMD We further investigate how the MMD loss can impact the performance
of our proposed CoSCA. Specifically, for MNIST—SVHN, MCD+MMD achieves a
test accuracy of 72.1%, only lifting the original result of MCD by 3.4%. For STL—CIFAR
and Amazon Reviews, the margin-of-improvement is 1.0% and 0.38%, respectively.
While this validates the effectiveness of having global alignment in the MCD frame-
work, the improvement is small. Without a smoothed class-conditional alignment, MCD
still encounters misclassified target features during training, leading to a sub-optimal so-
lution. Notice that when comparing CoSCA with MCD+Contras, the improvement for
MNIST—SVHN is significant (as shown in Figure 5(a)), with validation accuracy and
training stability enhanced. This demonstrates the importance of global alignment when
there exists a large domain difference.

5 Conclusions

We have proposed Contrastively Smoothed Class Alignment (CoSCA) for the UDA
problem, by explicitly combining intra-class and inter-class domain discrepancy and
optimizing class alignment through end-to-end mini-batch training. Experiments on
several benchmarks demonstrate that our model can outperform state-of-the-art base-
lines. Our experimental analysis shows that CoSCA learns more discriminative target
domain features, and the introduced MMD feature matching improves the global do-
main alignment. For future work, we will extend our model to other domain-adaptation
tasks. Another direction to explore concerns development of a theoretical interpretation
of contrastive learning for domain adaptation, particularly characterizing its effects on
the alignment of source and target domain feature distributions.
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