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Abstract. This paper studies the recognition of oracle character, the
earliest known hieroglyphs in China. Essentially, oracle character recog-
nition suffers from the problem of data limitation and imbalance. Rec-
ognizing the oracle characters of extremely limited samples, naturally,
should be taken as the few-shot learning task. Different from the stan-
dard few-shot learning setting, our model has only access to large-scale
unlabeled source Chinese characters and few labeled oracle characters. In
such a setting, meta-based or metric-based few-shot methods are failed
to be efficiently trained on source unlabeled data; and thus the only
possible methodologies are self-supervised learning and data augmen-
tation. Unfortunately, the conventional geometric augmentation always
performs the same global transformations to all samples in pixel format,
without considering the diversity of each part within a sample. Moreover,
to the best of our knowledge, there is no effective self-supervised learn-
ing method for few-shot learning. To this end, this paper integrates the
idea of self-supervised learning in data augmentation. And we propose
a novel data augmentation approach, named Orc-Bert Augmentor pre-
trained by self-supervised learning, for few-shot oracle character recogni-
tion. Specifically, Orc-Bert Augmentor leverages a self-supervised BERT
model pre-trained on large unlabeled Chinese characters datasets to gen-
erate sample-wise augmented samples. Given a masked input in vector
format, Orc-Bert Augmentor can recover it and then output a pixel for-
mat image as augmented data. Different mask proportion brings diverse
reconstructed output. Concatenated with Gaussian noise, the model fur-
ther performs point-wise displacement to improve diversity. Experimen-
tally, we collect two large-scale datasets of oracle characters and other
Chinese ancient characters for few-shot oracle character recognition and
Orc-Bert Augmentor pre-training. Extensive experiments on few-shot
learning demonstrate the effectiveness of our Orc-Bert Augmentor on
improving the performance of various networks in the few-shot oracle
character recognition.

* corresponding author.
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1 Introduction

Oracle characters are the earliest known hieroglyphs in China, which were carved
on animal bones or turtle plastrons in purpose of pyromantic divination in the
Shang dynasty [15]. Due to the scarcity of oracle bones and the long-tail prob-
lem in the usage of characters as shown in Fig. 1, oracle character recognition
suffers from the problem of data limitation and imbalance. Recognizing the or-
acle characters of extremely limited samples, naturally, should be taken as the
few-shot learning task, which is topical in computer vision and machine learning
communities, recently. Previous researches on oracle character recognition tend
to discard characters of extremely limited samples or perform simple geometric
augmentation to them [8,21]. To the best of our knowledge, there is no research
focused on few-shot oracle character recognition, which, however, is shown to
be a real archaeological scene. Different from standard few-shot learning setting,
our task does not assume the existence of large-scale labeled source oracle char-
acters. Formally, we study under a more practical setting, where our model only
has access to large-scale unlabeled source Chinese characters and few labeled
target oracle characters.

Number of Instances in Each Category

Instance Number

0 200 400 600 800 1000 1200 1400 1600 1800 2000 2200 2400 2600
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Fig. 1. The distribution of oracle character instances in Oracle-50K. Categories are
ordered by number of instances.

In such a setting, meta-based or metric-based few-shot methods are failed to
be efficiently trained on source unlabeled data, thus the only possible methodolo-
gies are data augmentation and self-supervised learning. Many previous works
of few-shot learning [9, 13,37, 1] utilized data augmentation and synthetic data
to break the data limitation. One of the most popular strategies is geometric
augmentation which includes scaling, rotation, and perspective transformation.
Such methodologies, unfortunately, have to be carefully designed in order to
efficiently train a robust classifier.
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Simple geometric transformations apply the same fixed augmentation process
to all input samples. However, in few-shot scenario, original training samples are
so limited that geometric transformations are inefficient to generate numerous
and diverse samples specific to an individual sample. What’s more, for handwrit-
ten text or character recognition, conventional augmentation methods usually
perform transformation in image level and fail to take into account the diversity
of components of character or text, such as strokes of an oracle character and
characters of an English word. Consequently, they can hardly imitate various
writing styles to cover diversity at different levels [22].

The stroke orders of Chinese characters contain a lot of information, for which
people can usually recognize a character correctly even if it is unfinished or in-
complete. In another way, vector format or sequential format character images
allow more diverse augmentation than pixel format data, because we can manip-
ulate strokes and points to realize more complicated, stroke-wise, and point-wise
data augmentation. However, existing geometric transformation methods are de-
signed for pixel format images and only perform a global transformation, thus it
is powerless to conduct effective augmentation to vector format images. A more
powerful and complicated augmentation method is needed.

Although the stroke orders of oracle characters have been lost in history,
there are two fundamental facts: 1) oracle writing or Shang writing is ances-
tral to modern Chinese script; 2) the modern Chinese writing system is in a
left-to-right then top-to-bottom writing order. We can simply assume oracle
character writing is in the same order and generate pesudo online data. To uti-
lize stroke orders of oracle characters, sequence modeling is necessary. BERT [5]
or more general transformer structure [29] presents great performances in mod-
eling language; Sketch-BERT [19] extends BERT with sketch embedding and
learns sketch representation from vector format data by self-supervised learning
of Sketch Gestalt. Moreover, self-supervised pre-training task of both allows uti-
lization of large-scale unlabeled data, suitable for our hard and practical setting.

In this paper, we integrate the ideas of self-supervised learning in data aug-
mentation and propose a new data augmentation method, named Orc-Bert Aug-
mentor, for few-shot oracle character recognition and release two characters
datasets: one for Orc-Bert Augmentor pre-training and the other for few-shot
oracle recognition. Like online approximation in [24], we convert offline charac-
ter images in pixel format to online data in 5-element vector format, with 2-
dimension continuous value for the position, and 3-dimension one-hot value for
the state. Then we pre-train BERT by self-supervised learning on vector format
large-scale unlabeled character datasets and utilize it as augmentor for augmen-
tation of few-shot labeled oracle characters. Typically, we randomly mask points
in vector format oracle with different mask probability (the higher mask proba-
bility, the harder reconstruction) and then recover the masked input using our
Orc-Bert Augmentor. The pre-trained reconstruction model tends to generate
a similar specific sample to the original sample, while various mask probabil-
ity brings diversity. In addition, we perform random point-wise displacement by
adding recovered input with Gaussian noise, i.e., a random moving state, to show
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that Orc-Bert Augmentor is amenable to such a naive strategy. Finally we can
easily re-convert it to pixel format image. Extensive experiments on few-shot
learning demonstrate the effectiveness of our Orc-Bert Augmentor on improving
the performance of various networks in the few-shot oracle character recognition.

To summarize, we boost the few-shot recognition performance of existing
networks by proposing a novel data augmentation method. In particular, we
make the following contributions:

1. We conceptually formulate the few-shot oracle recognition problem, simi-
lar to a real-world archaeology scenario in which we does not assume the
existence of large-scale labeled source oracle characters.

2. We propose a novel data augmentation approach named Orc-Bert Augmen-
tor pre-trained by self-supervised learning. Additionally, we would also high-
light the novelty of vectorization for oracle characters.

3. We collect 59,081 oracle character images and 221,947 other ancient Chinese
character images, based on which we create two datasets named Oracle-FS
and Oracle-50K for oracle character recognition. To the best of our knowl-
edge, Oracle-50K is the largest public oracle character dataset until now.

2 Related Work

Oracle Character Recognition. Oracle character, the oldest hieroglyphs in
China, is important for modern archaeology, history, Chinese etymologies and
calligraphy study [8, 38], which has attracted much research interest [14, 38, 8, 25,
32]. Different from general Chinese character recognition [39, 35, 36], oracle char-
acter recognition suffers from data insufficiency and data imbalance. To tackle
this problem, [8] discards minority categories, [38] proposes the nearest neighbor
rule with metric learning, and [21] conducts simple geometric augmentation to
characters with too few samples. Unlike all the prior works, we aim to address
few-shot oracle character recognition under a more practical setting.

Few-shot Learning(FSL). Few-shot learning refers to the practice of model
training with extremely limited labeled samples for each category. Basically, a
few-shot learning model is trained on source/base data with a large number
of labeled training samples and then generalized, usually by fine-tuning [33],
to relevant but disjoint target/novel data with extremely limited training sam-
ples. Recent substantial progress is based on the meta-learning paradigm [7,
18, 30,26, 27] and data augmentation [3]. In our practical setting, meta-based
or metric-based few-shot methods are failed to be efficiently trained on source
unlabeled data, thus the only possible methodologies are data augmentation
and self-supervised learning. However, [3] is designed for few-shot natural im-
age classification, not suitable for characters. In this paper, we propose a novel
and powerful augmentation method for vector format characters. Besides, differ-
ent from few-shot learning with labeled source data or semi-supervised few-shot
learning [31, 1], we use unlabeled data to pre-train the augmentor.
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Data Augmentation. The state-of-art deep neural networks need numerous
training data with an unambiguous label. However, compared to our real world,
training data usually are limited in quantity and quality, so data augmentation
is an effective approach to enlarge training data and boost the overall ability of
models. Random geometric augmentation [4], such as rotation, scaling, and per-
spective transformation, is a popular way and commonly used in classification
models trained on natural images [34,16]. But for text or character images, it
regards multiple characters in a word or multiple strokes in a character as one
entity to perform a global augmentation [22], without considering the diversity
of each character or stroke. Different from geometric augmentation, our aug-
mentation method converts pixel format images to points sequence and achieve
more complicated augmentation both at the global and local level, satisfying
local diversity. Besides, instead of randomly transformation, some works pro-
pose to generate samples by using image interpolation [6,20] or combination
[17] and generative adversarial network(GAN)[28, 23, 2], which suffers from pro-
ducing augmented images very different from original images. As for Orc-Bert
Augmentor, the procedure of completing or reconstructing the masked part guar-
antees the similarity between augmented data and original data. Note that some
efficient augmentation algorithms cannot be applied to our setting (without large
scale labeled data), like AutoAugment[4] or any semi-supervised learning work.

3 Datasets

The oracle characters, from Bronze Age China, are carved on animal bones or
turtle shells for pyromantic divination. So far, more than 150,000 bones and
turtle shells had been excavated, including approximately 4,500 unique oracle
characters. Only about 2,000 of them have been successfully deciphered[12].

Oracle-20k [8] and OBC306 [12] are two currently known datasets but un-
fortunately un-public. Oracle-20k consists of 20,039 character-level samples cov-
ering 261 glyph classes, in which the largest category contains 291 samples and
the smallest contains 25. OBC306 is composed of 300,000 instances cropped
from oracle-bone rubbings or images belonging to 306 categories, which is also
imbalanced. Due to limited categories in the both above datasets, we collect
and publish an oracle dataset, Oracle-50K, with 2,668 unique characters. Fig. 2
shows that there is a high degree of intra-class variance in the shapes of oracle
characters, resulting from the fact that oracle bones were carved by different
ancient people in various regions over tens of hundreds of years. As a result,
oracle character recognition or classification is a challenging task.

Oracle-50K. ! Oracle character instances are collected from three data sources
using different strategies, shown in Table 1. Instances from Xiaoxuetang Oracle?
is collected by our developed crawling tool, wherein there are 24,701 instances

! https://github.com/wenhui-han/Oracle-50K.git
2 http:/ /xiaoxue.iis.sinica.edu.tw/jiaguwen
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Table 1. Statistics of Oracle-50K and other ancient Chinese character datasets, in-
cluding data source, number of instances, and number of classes.

Data Source Num. of Instances Num.of Classes
Xiaoxuetang 13255 1096
Koukotsu 18671 1850
Oracle-50K Chinese Etymology 27155 1120
Total 59081 2668
Other Ancient o\ b/ dering 221947 /

Chinese Characters

of 2,548 individual characters. However, some instances are not provided a cor-
responding label represented by one single modern Chinese character, thus we
only remain the deciphered instances with 13,255 instances of 1096 categories in
Oracle-50K. Koukotsu? is a digital oracle character and text database. We uti-
lize the TrueType font file obtained from Koukotsu to generate 18,671 annotated
oracle character images belonging to 1850 classes. Chinese Etymology* provides
27,155 instances of 1,120 unique characters. It contains not only oracle charac-
ters but also bronze, seal, and Liushutong characters, which are also collected
for augmentor training.

As we can see from Fig. 1, there exists a long-tail distribution of oracle
character instances in Oracle-50K, so recognition or classification of oracle char-
acters, especially for the categories at the distributions’ tail, is a natural few-shot
learning problem.

Oracle-F'S. Based on Oracle-50K, we create a few-shot oracle character recog-
nition dataset under three different few-shot settings (see Table 2). Under the
k-shot setting, there are k instances for each category in the training set and 20
instances in the test set. In this paper, we set k=1, 3, 5.

Table 2. Statistics of Oracle-FS, including number of instances and number of classes.

Num. of Instances per Class

k-shot Train Tost Num. of Classes
1 1 20
Oracle-F'S 3 3 20 200
5 5 20

3 http://koukotsu.sakura.ne.jp/top.html
* https://hanziyuan.net/
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The Datasets for Orc-Bert Augmentor Pre-training. To pre-train BERT

as our augmentor, we collect a large unlabeled ancient Chinese character dataset,

including undeciphered instances of Xiaoxuetang Oracle, bronze, seal, and Liushu-
tong characters of Chinese Etymology, and images generated from various True-

Type fonts file of ancient Chinese script.
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Fig. 2. Examples of oracle character images and corresponding stroke data.
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4 Methodology

4.1 Problem Formulation

In this paper, we intend to address the problem of oracle character recognition
under few-shot settings. More specifically, we intend to train a more human-
like oracle character classifier, capable of learning from one or a few samples.
Different from the conventional formulation of few-shot learning, we do not use
labeled base/source data. Our classifier would have only access to k annotated
training instances for each category and then be tested on 20 instances per class,
namely, Oracle-FS, 2 = {(O;,v;),y; € €'}. In addition, we have a large amount
of unlabeled data to pre-train Orc-Bert under self-supervision. Our proposed
framework is illustrated in Fig. 3.

4.2 Overview of Framework

As shown in Fig. 3, our proposed framework consists of the following parts.
First, we utilize the online approximation algorithm in [24] to convert offline
oracle character images with annotations and other Chinese ancient characters
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Fig. 3. Schematic illustration of our proposed framework.

images without annotations, both in pixel format, to online data in 5-element
vector format (see Fig. 2), including 2-dimension continuous value for the posi-
tion, and 3 dimensions one-hot value for the state. Thus, a character would be
represented as a sequence of points, where each point consists of 5 attributes:

Oi = (AJ:7 Ay7p17p27p3)

where Az, Ay is the position offsets between two adjacent points, and (p1, pa, ps3)
is a 3-dimension one-hot vector (E?:l p; = 1).py =1, p3 = 1, p; = 1 indicate the
points at the ending of a stroke, the points at the ending of the whole character,
and all the rest points, respectively.

Second, after getting stroke data of large-scale unlabeled data, we pre-train
Orc-Bert in a self-supervised setting by predicting the masked from the visible.

Then, we utilize our pre-trained Orc-Bert as our augmentor. We randomly
mask points at different mask probability and then recover masked input using
our pre-trained Orc-Bert. The higher the mask probability, the harder recon-
struction. To further improve the diversity of augmented data, we perform ran-
dom point-wise displacement by adding completed masked input with Gaussian
noise or a random moving state and re-convert it to pixel format image.

After augmentation, we train CNN-based classifiers over augmented data.

4.3 Online Approximation

Following the online approximation algorithm in [24], there are 3 steps in this
stage. The first step is skeletonization, in which we convert a character image
to its corresponding skeleton. The next step is the conversion of the bitmap
representation to strokes that is realized by converting the bitmap to graph and
then removing cycles and intersections. Finally, we conduct temporal resampling
and ordering to get a more sparse points sequence. Different from simple constant
time resampling, maximum acceleration resampling is proposed to imitate the
dynamic speed of real writing(see [24] for more details).

4.4 Orc-Bert Augmentor

Self-supervised Pre-training of BERT and SketchBERT. BERTI[5], a
language representation model, is designed to pre-train bidirectional represen-
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tations from unlabeled data by exploiting the mask-language model and next
sequence prediction as pre-training tasks. Expanding BERT to process stroke
data in computer vision, SketchBERT[19] proposes a self-supervised learning
process that aims at reconstructing the masked part in a sketch. It is common
practice in NLP to fine-tune the pre-trained BERT with just one additional
task-specific output layer for different downstream tasks. Similarly, pre-trained
SktechBERT also aims to be fine-tuned for different downstream tasks, such as
sketch recognition and sketch retrieval.

Contrast to SketchBERT. We creatively propose to utilize the reconstruc-
tion procedure to generate new samples. The general structure, output layers,
and input embedding of Orc-Bert are all slightly different from SketchBERT.
Specifically, We adopt a smaller network architecture suitable for our data vol-
ume(see implementation details in 5.1); we add a module after the output layer
to convert point sequence to pixel format image; we corrupt input for diverse
augmentation(see 4.4).

Algorithm 1 Orc-Bert Augmentor+PA

1. Given an oracle image I from training set Zirqin and convert I into stroke data

O = (Azx, Ay, p1,p2, p3) using online approximation module;

2. Initialize range [a, b] and step n;

3. Set initial mask probability m = qa;

repeat
1) Generate mask M according to mask probability m with the same shape of O
and randomly mask O to get Opask = O ® M,
2) Reconstruct Omase by predicting the masked states pi,p2,ps and positions
Az, Ay using pre-trained Orc-Bert Augmentor and get Ocomp;
3) Sample noise € from Gaussian distribution N(u,o?) in which p,o? are mean
and variance of (Az, Ay) of all training samples;
4) Ocomp+pa = Oco’mp +0.1x¢
5) Increasing mask probability m = m + n;

6) Convert Ocomp O Ocomp+pa back to pixel image I and save it.
untilm > b

Pre-training. Pre-training tasks over unlabeled data significantly facilitate the
performance of BERT[5] as well as SktechBERT[19]. This auxiliary task is gen-
erally as follows: under our oracle character recognition setting, given an input
data O in vector format, we perform a mask transformation and get masked
input Opesk = O © M, where M is the mask with the same shape of input. In
pre-training, Orc-Bert aims to predict the masked positions and states in O,,qsk,
and generate Ocomp as more similar to O as possible. During pre-training, we
set default mask probability as 15%.
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Augmentation. In augmentation, we adopt dynamic mask probability respec-
tively for each original example to generate numerous augmented data. We dis-
cretize the range of magnitudes [0.1,0.5] into 80 values (uniform spacing) so
that we get 80 different mask probability to mask the oracle sequence, respec-
tively. With various degrees of masked input, Orc-Bert Augmentor can generate
diverse augmented data. Finally, point-wise displacement is accomplished by
simply adding Gaussian noise to positions or offsets of each point.
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Fig. 4. Examples of augmented data generated by Conventional DA (row1&4), Orc-
Bert Augmentor(row2&5), and Orc-Bert Augmentor+PA (row3&6).
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5 Experiments

We conduct extensive experiments and show that Orc-Bert Augmentor achieves
better performance under three few-shot settings employing different classifica-
tion networks. Then we confirm this result on ablation studies about the volume
of augmented and pre-training data and mask probability.

5.1 Experimental Settings

Datasets. As illustrated in Section 3, we mainly employed Oracle-FS in our
evaluations. Table 2 presents statistics and train-test split about the dataset.
Besides, we employed Oracle-50K (removing Oracle-FS) and all other ancient
Chinese characters shown in Table 1 for self-supervised learning of Orc-Bert
Augmentor.
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Classifiers. Our augmentor is generic, and we can employ different networks
as classifier. In this paper, we adopt 4 representative CNN models with various
depth and width, including ResNet18, ResNet50, ResNet152 [10], and DenseNet161
[11], to show the effectiveness of our augmentor in boosting the classification per-
formance of conventional networks.

Competitors. From now on, DA denotes Data Augmentation and PA denotes
Point-wise Augmentation or Point-wise Displacement in this paper. For compar-
ison, we train classifiers without augmentation (No DA) and with conventional
augmentation (Conventional DA) that augment the training samples by random
horizontal flipping, cropping with a ratio in [0.8, 1], and rotation with a degree
in [—60°,60°]. Besides, we compose PA and Orc-Bert Augmentor for further
exploration.

Implementation Details. We implement Orc-Bert Augmentor using PyTorch.
In detail, the number of training epochs is 200 with a batch size of 10. We adopt
Adam as the optimizer with a learning rate of 0.001 and 0.0001 for classifier train-
ing and augmentor pre-training, respectively. All images are resized to 50 x 50
before online approximation. Augmented images generated by Orc-Bert Aug-
mentor are also 50 x 50, which would be resized to 224 x 224 for CNN training.
Different from SketchBERT, the number of weight-sharing Transformer layers,
hidden size, and the number of self-attention heads in Orc-Bert Augmentor are
respectively 8, 128, and 8. The embedding network is a fully-connected network
with a structure of 64-128-128 and the corresponding reconstruction network is
4 fully-connected networks with a structure of 128-128-64-5. The max lengths of
input oracle stroke data are set as 300.

5.2 Orc-Bert Augmentor Evaluation

In this part, we evaluate our Orc-Bert Augmentor on Oracle-F'S using classifiers
listed in section 5.1. For Orc-Bert Augmentor, we, by default, leverage our largest
pre-training dataset, set mask probability in a range of [0.1,0.5] with a sampling
interval of 0.005, and generate 80 augmented instances for each sample.

Table 3 summarizes the classification accuracy (%) of each neural network
classifier employing different augmentation strategies under 3 different few-shot
settings. We can find that: 1) Compared with Conventional DA, almost all clas-
sifiers employing Orc-Bert Augmentor have achieved higher classification accu-
racy. Particularly, under the 3-shot setting, the classification accuracy achieved
by ResNet50+Orc-Bert Augmentor is 52.9%, about 17% higher than the counter-
part of No DA. 2) Compared with 1- and 5-shot settings, classifiers with Orc-Bert
Augmentor under 3-shot scenario have improved most significantly. Extremely
limited data makes data augmentation less effective because augmentation only
based on one original sample is hardly practical. When data volume reaches
a specific threshold, marginal effects from data augmentation is diminishing,
that’s what happens under the 5-shot scenario. 3) Orc-Bert Augmentor brings
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more significant improvement to classifiers with poorer original performance. 4)
Orc-Bert Augmentor+PA achieves the best classification accuracy for almost
all networks under all scenarios, showing that simple point-wise displacement is
efficacious for stroke data augmentation. Both Orc-Bert Augmentor and PA are
generic, which could be composed and applied to various classification networks.

Table 3. Recognition accuracy (%) on Oracle-FS under all three few-shot settings for
various classifiers equipped with No DA, Conventional DA, our Orc-Bert Augmentor,
and Orc-Bert Augmentor+PA. Here, DA denotes Data Augmentation and PA denotes
Point-wise Augmentation or Point-wise Displacement. Specifically, DA augments each
input sample by random horizontal flipping, random cropping with a ratio in [0.8,1], and
random rotation with a degree in [—60°,60°]. As for Orc-Bert augmentor, we leverage
our largest pre-training dataset, systematically sample mask probability in a range of
[0.1,0.5] with a sampling interval of 0.005, and generate 80 augmented instances for
each sample. PA indicates point-wise displacement based on Gaussian distribution.

. No Conventional Orc-Bert Orc-Bert
Setting  Model DA DA Auementor Augmentor
g +PA
ResNet-18 18.6 20.9 29.5 31.9
ResNet-50 16.8 23.3 26.2 29.9
1 shot
ResNet-152 14.0 18.2 26.7 27.3
DenseNet 22.4 24.6 26.4 28.2
ResNet-18 45.2 46.6 56.2 57.2
3 shot ResNet-50 35.8 45.6 52.9 57.7
ResNet-152 38.9 40.9 54.3 57.1
DenseNet 48.6 52.3 56.4 58.3
ResNet-18 60.8 62.7 65.1 68.2
ResNet-50 55.6 60.8 62.8 67.9
5 shot
ResNet-152 58.6 61.4 66.1 67.8
DenseNet 69.3 65.8 66.6 69.0

5.3 Orc-Bert Augmentor Analysis

In this part, we conduct more experiments to evaluate various aspects of Orc-
Bert Augmentor, including pre-training dataset volume, size of augmented data,
and mask probability. Note that, in these experiments, we employ ResNet18 as
the classifier and perform experiments only under the 1-shot scenario.

Pre-trainging Dataset Volume. We construct 3 unlabeled datasets of differ-
ent volumes for Orc-Bert Augmentor pre-training. Here, Oracle denotes Oracle-
50K from which removes Oracle-F'S; we add bronze and seal character images
collected from Chinese Etymology® to Oracle and get Oracle+Bronze+Seal, all
characters of which are similar to oracle in shape; Oracle+Bronze+Seal+All

® https://hanziyuan.net/
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Other Ancient Characters is the biggest one, containing some Chinese charac-
ters different from oracle. As shown in Table 4, we can see that Orc-Bert Aug-
mentor pre-trained on our largest pre-training dataset boosts the performance
of ResNet18 the most. It indicates that Orc-Bert, like BERTI5], is also benefi-
cial from large-scale pre-training and can be transferred to another domain after
being trained on one specific domain of data.

Table 4. Classification accuracy (%) under 1-shot setting for ResNet18 equipped with
Orc-Bert Augmentor pre-trained on 3 datasets with various volumes, respectively. From
top to bottom, pre-training data volume increases. Other hyperparameters remain the
same as Table 3.

Pre-training Dataset Num. of Instances Test Acc.
Oracle 64,743 27.2
Oracle+Bronze+Seal 132,788 27.8
Oracle+Bronze+Seal+ 276,028 29.5

All Other Ancient Characters
No DA / 18.6

Quantity, Quality, and Diversity of Augmented Data. We discretize the
range of magnitudes [0.1,0.5] into 40/80/400 values as mask probabilities. Each
mask probability corresponds to an augmented image. Note that, we employ
ResNet18 as the classifier and perform experiments only under the 1-shot setting.
From Table 6, it is easy to see that the classifier performance is most improved
when the original data is augmented by 80 times, and when we generate too many
augmented samples based on extremely limited data, the classifier’s performance
may be poorer. In addition to the impact of the quantity of augmented data, we
can visualize the augmented samples to measure quality and diversity. As shown
in Fig. 4, it is obvious that geometric augmentation only performs the image-
level transformation, and our Orc-Bert Augmentor can generate more diverse
samples. PA further improved the quality and diversity of augmented data.

Table 5. Classification accuracy (%) under 1-shot setting for ResNet18 trained with
augmented data of different quantity generated by Orc-Bert Augmentor. Other hyper-
parameters remain the same as Table 3.

Num. of Augmented Samples Test Acc.
40 29.2
80 29.5
400 28.4

No DA 18.6
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Mask Probability. Mask probability is essential to similarity and diversity
trade-off. A larger mask probability enhances reconstruction difficulty, generat-
ing augmented images very different from original images, while a smaller one
brings the opposite results. We conduct a series of experiments with different
range of mask probabilities and the results are shown in Table 6. We find that
the set of mask probabilities in intermediate-range, [0.1,0.5], helps augmentor
generate the highest-quality images.

Table 6. Classification accuracy (%) under 1-shot setting for ResNet18 trained with
augmented data generated by Orc-Bert Augmentor with different range of mask prob-
abilities. Other hyperparameters remain the same as Table 3.

Range of Mask Prob. Test Acc.
[0.1,0.4] U [0.6,0.7] 26.3
[0.1,0.4] U[0.5,0.6] 29.4

[0.1,0.5] 29.5
No DA 18.6

6 Conclusion

In this paper, we intend to address a novel few-shot setting: training few-shot
model by only large-scale unlabeled source data, and few labeled target train-
ing examples. We propose a novel data augmentation method, named Orc-Bert
Augmentor, for few-shot oracle character recognition. It may be the first augmen-
tation method that converts pixel format character images into vector format
stroke data and then manipulates strokes and points to generate augmented
images. It leverages Orc-Bert pre-trained on large-scale unlabeled Chinese char-
acters to recover masked images as augmented data for CNN classifiers train-
ing. Besides, we incorporate point-wise displacement with Orc-Bert Augmentor,
which presents better performance. Orc-Bert Augmentor is simple yet effective.
Extensive experiments under three few-shot settings confirm the effectiveness of
our Orc-Bert Augmentor to improve the performance of various networks on few-
shot oracle character recognition. Moreover, we collect and publish two datasets:
Oracle-50K and Oracle-FS. In the future, we will explore to generate more di-
verse and higher-quality augmented samples by modifying the loss function or
jointly optimizing the augmentor and the classifier. We dedicated to applying
our method to more general sketch and handwritten character recognition.
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