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Abstract. Low Rank Representation (LRR) based unsupervised clus-
tering methods have achieved great success since these methods could
explore low-dimensional subspace structure embedded in original da-
ta effectively. The conventional LRR methods generally treat the data
as the points in Euclidean space. However, it is no longer suitable for
high-dimension data (such as video or imageset). That is because high-
dimension data are always considered as non-linear manifold data such
as Grassmann manifold. Besides, the typical LRR methods always adopt
the traditional single nuclear norm based low rank constraint which can
not fully reveal the low rank property of the data representation and
often leads to suboptimal solution. In this paper, a new LRR based clus-
tering model is constructed on Grassmann manifold for high-dimension
data. In the proposed method, each high-dimension data is formed as
a sample on Grassmann manifold with non-linear metric. Meanwhile,
a non-convex low rank representation is adopt to reveal the intrinsic
property of these high-dimension data and reweighted rank minimiza-
tion constraint is introduced. The experimental results on several public
datasets show that the proposed method outperforms the state-of-the-art
clustering methods.

1 Introduction

Unsupervised clustering is a fundamental topic in machine learning, artificial
intelligence and data mining areas [1, 2], which attempts to group data into dif-
ferent clusters according to their own intrinsic pattern. In past decades, a large
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number of clustering methods have been proposed and achieved great success
in many applications[3, 4]. The representative ones are the statistical method-
s [5], the conventional iterative methods [6], the factorization-based algebraic
methods [7], and the spectral clustering methods [8]. Among them, the spectral
clustering methods are considered having promising performance. In this kind
of methods, an affinity matrix is usually learned, and then Normalized Cuts (N-
Cut)[9] or other standard clustering algorithms are then used to obtain the final
clustering results. Inspired by Sparse and Low Rank representation method, a
series of classical methods have been proposed. Elhamifar and Vidal adopted ℓ1
norm to explore the sparse relationship within data and proposed Sparse Sub-
space Clustering (SSC) [10] for data clustering. Liu et al. used nuclear norm
to construct a low-rank representation matrix for data and proposed Low-Rank
Representation (LRR) clustering method [11]. Later, Liu et al. proposed Laten-
t Low-Rank Representation (LatLRR) method [12] for clustering. Zhang et al.

proposed Robust Latent Low Rank Representation (RobustLatLRR) clustering
method [13]. To get better representation matrix, some researchers adopt the
kernel trick and proposed some kernel based clustering methods, such as the
kernel SSC clustering method [14] and the kernel LRR clustering method [15].

In the aforementioned methods, vector feature and Euclidean distance are
combined for building the affinity matrix by self-expression approach for sample
data. However, this conventional linear approach would be no longer suitable for
complex or high-dimension data, such as imagesets or video clips data. That is
because high-dimension data are always treated as a sample point on non-linear
manifold space with non-linear metric. For example, an imageset or a video clip
is can be modeled as a data sample on Grassmann manifold [16, 17]. Therefore,
to address the high-dimension data clustering task, researchers try to extend
the traditional methods and proposed a series of effective clustering approaches
for these complex data. Turaga et al. proposed a statistical computations based
manifold representation method (SCGSM) [18]. Shirazi et al. proposed a kernel
embedding clustering method on Grassmann manifold (K-GM) [19]. Inspired by
low rank and sparse theory, Wang et al. first proposed low rank based cluster-
ing method on Grassmann manifold (G-LRR) [20]. Liu et al. adopted kernel
method and proposed kernel sparse representation based clustering method [21].
Wang et al. proposed Cascaded Low Rank and Sparse Representation on Grass-
mann manifold method (G-CLRSR) [22]. Later, Wang et al. proposed Partial
Sum Minimization of Singular Values Representation on Grassmann manifold
method (G-PSSVR) [23], in which partial sum minimization of singular values
norm was adopted for better low rank representaion. Piao et al. proposed Double
Nuclear norm based Low Rank Representation clustering method on Grassmann
manifold (G-DNLR) [24]. Further, combined with the Laplacian regularizer, re-
searchers proposed Laplacian Low-Rank Representation on Grassmann manifold
method (G-LLRR) [25], Laplacian Partial Sum Minimization of Singular Values
Representation on Grassmann manifold method (G-LPSSVR) [23] and Lapla-
cian Double Nuclear norm based Low Rank Representation clustering method
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Fig. 1. The pipeline of the paper.

on Grassmann manifold [24], in which authors constructed the affinity matrix
by original Grassmann manifold data samples.

Although these current low rank representation and their extension based
methods on Grassmann manifold show good performance in clustering task,
they generally adopt traditional nuclear norm based low rank constraint for the
data representation. This traditional norm treats all singular values equally and
prefers to punish the larger singular values than the small ones, which would
deviate the optimal solution and lead to suboptimal solution [26, 27]. Recently,
to overcome the limitation of convex and smooth nuclear norm, non-convex or
non-smooth low rank approximation (such as logarithmic function and Schatten-
p norm for 0 < p < 1) [28] are adopted to replace the traditional nuclear norm
for low rank based problems, which could recover a more accurate low rank
matrix than the traditional nuclear norm [29]. Especially, these non-convex and
non-smooth low rank based methods could increase the punishment on smaller
values and decrease the punishment on larger values simultaneously [30]. In-
spired from these methods, we propose a novel low rank based clustering model
on Grassmann manifold. In the proposed model, the high-dimension data sam-
ples are firstly represented as Grassmann points, then a Reweighted Non-convex
and Non-smooth Rank Minimization based model on Grassmann manifold (G-
RNNRM) is built, where the data representation matrix is constrained by non-
convex and non-smooth low rank constraint. The NCut method [9] is used to
obtain the final clustering results. Figure 1 shows the pipeline of our paper and
the contributions of this paper are following:

– Proposing a novel non-convex and non-smooth low rank representation mod-
el on Grassmann for high-dimension data clustering;

– Reweighted approach is introduced in the proposed non-convex and non-
smooth low rank approximation norm to reveal low-rank property more ex-
actly. To our best knowledge, this the first reweighted low rank based method
on Grassmann manifold;

– An effective algorithm is proposed to solve the complicated optimization
problem of the proposed model.
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The paper is organized as follows. We introduce the notation and definition of
Grassmann manifold in Section 2. Section 3 reviews the related works. We will
introduce the formulation and optimization of the proposed G-RNNRM model
in Section 4. Section 5 assesses the proposed method on several datasets. Finally,
conclusions are discussed in Section 6.

2 Notation and Definition of Grasssmann Manifold

2.1 Notation

We use bold lowercase letters for vectors, e.g. x,y,a, bold uppercase for matrices,
e.g. X,Y,A, calligraphy letters for tensors e.g. X ,Y ,A , lowercase letters for
scalars such as dimension and class numbers, e.g. m,n, c. xi represents the i-th
column of matrix X. xij represents the i-th element in j-th column from matrix
X. R represents the space of real numbers.

2.2 Definition of Grassmann Manifold

According to [31], a Grassmann manifold is always denoted as G(p,m), which
consists of all linear p-dimension subspaces in m-dimension Euclidean space
Rm(0 � p � m). It also could be represented by the quotient space of all the
m � p matrices with p orthogonal columns under the p-order orthogonal group.
Thus, we could construct a Grassmann manifold as below:

G(p,m) = f Y 2 Rm� p : YTY = Ipg/O(p), (1)

where O(p) represents the p-order orthogonal group. For two Grassmann mani-
fold data samples Y1 and Y2, there are two metric approaches: one is to define a
consistent metrics in tangent spaces for Grassmann manifold data [32], the other
one is to embed Grassmann manifold data into the symmetric matrix space [33].
The later one is easier and the Euclidean distance could be applied, which could
be defined as below :

distg(Y1,Y2) =
1

2
kΠ(Y1) � Π(Y2)kF , (2)

where kXkF =
q P n

i=1,j=1 x
2
ij represents the Frobenius norm, Π(�) is a mapping

function defined as below:

Π : G(p,m) �! Sym(m), Π(Y) = YYT , (3)

where Sym(m) represents the m-dimension symmetric matrix space. With the
function Π(�), Grassmann manifold could be embedded into the symmetric ma-
trices. Each sample data on Grassmann manifold could be regarded as an e-
quivalent class of all the m � p orthogonal matrices, any one of which can be
converted to the other by a p � p orthogonal matrix. Thus, Grassmann manifolds
is naturally regarded as a good representation for video clips/image sets, thus
can be used to tackle the problem of videos matching.


























