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Abstract. We present a model for generating 3d articulated pedestrian
locomotion in urban scenarios, with synthesis capabilities informed by the
3d scene semantics and geometry. We reformulate pedestrian trajectory
forecasting as a structured reinforcement learning (RL) problem. This
allows us to naturally combine prior knowledge on collision avoidance,
3d human motion capture and the motion of pedestrians as observed
e.g. in Cityscapes, Waymo or simulation environments like Carla. Our
proposed RL-based model allows pedestrians to accelerate and slow down
to avoid imminent danger (e.g. cars), while obeying human dynamics
learnt from in-lab motion capture datasets. Specifically, we propose a
hierarchical model consisting of a semantic trajectory policy network that
provides a distribution over possible movements, and a human locomotion
network that generates 3d human poses in each step. The RL-formulation
allows the model to learn even from states that are seldom exhibited
in the dataset, utilizing all of the available prior and scene information.
Extensive evaluations using both real and simulated data illustrate that
the proposed model is on par with recent models such as S-GAN, ST-GAT
and S-STGCNN in pedestrian forecasting, while outperforming these in
collision avoidance. We also show that our model can be used to plan
goal reaching trajectories in urban scenes with dynamic actors.

1 Introduction

Pedestrian trajectory prediction is an important sub-problem for safe autonomous
driving. Recent 3d traffic datasets [1-6] focus on bounding box detection and
prediction of cars and pedestrians. Bounding boxes are popular since they provide
information on the location and velocity of the travelling object, and are rela-
tively well suited to model cars, but neglect the detailed motion cues present in
pedestrian posture. Pedestrian poses compactly model posture and motion cues
and have been shown effective in pedestrian intent prediction [7-9]. However, to
our knowledge there exists no large-scale datasets with ground truth annotations
of pedestrian poses in traffic. Moreover, most previous work in pedestrian pose
modelling has been performed without spatial reasoning [7,9] or using action-
conditioned human models [8]. In contrast, we formulate pedestrian synthesis
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RGB and semantic pointclouds of the scene are shown in the top and bottom
images, respectively. A local neighborhood of these pointclouds are observed by
the agent. Coloured lines on the ground show different trajectories taken by the
agent when initialized with varying agent histories, cf. §2.2. The agent crosses
the roads without collisions. Cars and other pedestrians in the scene are shown
as positioned in the first frame and are surrounded by bounding boxes for clarity.

as a 3d scene reasoning problem that is constrained by human dynamics and
where the generated motion must follow the scene’s 3d geometric and semantic
properties as seen in Fig. 1. To impose human dynamics, the articulated pose
trajectories are conditioned on the current and past poses and velocities.
Specifically, we propose a semantic pedestrian locomotion (SPL) agent, a
hierarchical articulated 3d pedestrian motion generator that conditions its pre-
dictions on both the scene semantics and human locomotion dynamics. Our
agent first predicts the next trajectory location and then simulates physically
plausible human locomotion to that location. The agent explicitly models the
interactions with objects, cars and other pedestrians surrounding it, as seen in
Fig. 2. We develop two different pedestrian locomotion generators — one without
any restrictions that can roll forward from a given starting location, and one
which is additionally conditioned on a target location. The former is useful for
simulating generic pedestrian motion in traffic situations, while the latter can
be used to control the simulation target, for example when generating high-risk
scenarios. Moreover, our model can be used to augment existing traffic datasets
with articulated poses. For example, the 3d poses generated by the SPL agent can
be used to produce dense pedestrian predictions by applying a pose conditioned
human mesh such as SMPL [10]. Augmented pedestrians can then be produced in
semantic segmentation masks by projecting the dense pedestrian mesh onto the
image plane. RGB images can be augmented similarly, but this may additionally
require a photorealistic style transfer similar to [11,12]. Alternatively, LIDAR
augmentations can be generated by sampling [13] from the dense bodies.
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Fig. 2: Semantic pedestrian locomotion (SPL) agent and framework. The 3d
environment E; = {S, D;} consists of a semantic map S of static objects and
a dynamic occupancy map D, of cars and people at time ¢ (shown as blue and
green trajectories, ellipsoids indicate the positions at time ¢). The agent observes
a top-view projection of a local crop (yellow box) of E;. A velocity v, is sampled
from the semantic trajectory policy network (STPN). The human locomotion
network (HLN) models the articulated movement of the step v;. Note that the
STPN observes pose information via the previous hidden state h;_; from the
HLN. In training, a reward evaluating the subsequent state is given to the agent.

Learning to synthesize pedestrian motion is difficult, since the diversity among
expert pedestrian trajectories is often limited in the training data, especially for
high-risk scenarios. A trajectory generation model trained via imitation learning
is unlikely to act reliably in situations that are not present in the training data.
This implies e.g. that such an agent will likely behave poorly in near collision
scenarios, as these are not present in existing datasets. Recent work on generative
adversarial imitation learning (GAIL) [14] has recently gained popularity within
trajectory forecasting [15-18] since it models the data distribution rather than
cloning expert behaviour. GAIL is an inverse RL method where a policy tries to
mimic the experts and the reward function aims to discriminate policy trajectories
from expert trajectories. However, as for behaviour cloning, GAIL cannot learn
reliable behaviour in situations that are highly different from those available in
the training data, since the discriminator will in such cases be able to trivially
distinguish between generated and expert trajectories.

To allow our SPL agent to learn also from states outside the training set, in
82 we pose the trajectory forecasting problem in the framework of reinforcement
learning (RL). We extrapolate the learning signal with an optima-preserving
reward signal that additionally involves prior knowledge to promote e.g. collision
avoidance. We adapt the RL policy sampling process to simultaneously optimize
the trajectory forecasting loss and maximize the reward. Moreover, our analysis
in §2 can be used to adapt any trajectory forecasting model into a robust
articulated pedestrian synthesis model. By sampling initial positions of the agent
in different locations, all of the spatio-temporal data in the driving dataset can
be utilized. Because we train on a large number of different spatial locations
and in near-collision scenarios, our motion synthesis model learns to generate
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plausible trajectories even in states that are far from expert trajectories such as
near-collision scenarios. In summary, our contributions are as follows:

— We propose an articulated 3d pedestrian motion generator that conditions its
predictions on both the scene semantics and human locomotion dynamics. The
model produces articulated pose skeletons for each step along the trajectory.

— We propose and execute a novel training paradigm which combines the
sample-efficiency of behaviour cloning with the open-ended exploration of
the full state space of reinforcement learning.

— We perform extensive evaluations on Cityscapes, Waymo and CARLA and
show that our model matches or outperforms existing approaches in three
different settings: i) for pedestrian forecasting; ii) for pedestrian motion
generation; and iii) for goal-directed pedestrian motion generation.

1.1 Related Work

In pedestrian trajectory forecasting, social interactions of pedestrians have been
modelled with different GAN-based approaches [19, 20], by social graphs [21-23],
by recurrent networks [24, 25] and by temporal convolutions [26, 27]. Differently
from us, these approaches only model the social interactions of pedestrians and
ignore cars and obstacles. An attention model is used by [28] to forecast pedes-
trian trajectory given environmental features and GAN-based social modelling
that neglects cars. Differently from [19-28] we utilize a locomotion model and
therefore do not need to learn human dynamics from scratch. All of the mentioned
supervised models in pedestrian forecasting can in principle be trained with our
proposed methodology (cf. §2) to extend to unobserved states.

Our model does not rely on action detection (e.g. "walking” or ”standing”) of
the expert dataset for trajectory forecasting, as opposed to action conditioned in-
tention detection networks [8,29] and motion forecasting models [30, 31]. Instead
the pedestrian’s future trajectory is conditioned on its past trajectory. A benefit
of our approach is thus that it avoids dealing with temporal ambiguities associ-
ated with action detection. Recently it has been shown that pedestrian future
augmentation can improve pedestrian forecasting features [32]. Our generator
produces articulated 3d trajectories on real data, and in comparison to [33] we
do not require the recreation of the full dataset in a simulation environment. We
note that the goal-reaching version of our model could be utilized with a goal
proposal method [34] to provide multiple future augmentations to data.

Human synthesis models for still images [18, 11, 35-37] aim to synthesize poses
in semantically and geometrically plausible ways in images, and have no temporal
modelling, but could be used to initialize the SPL’s pose trajectories. The works
[36,37] model likely locations for humans in images. The models in [18, 11, 35]
synthesize pedestrians with 3d models, but do this only in static scenes. Similar
to us, the affordance model of [38] explicitly incorporates 3d scene semantics to
propose plausible human poses, but only for static scenes. Synthetic videos are
generated in [39] by cropping humans from sample videos and pasting them into
target videos followed by visual smoothing with a GAN, but this approach does
not guarantee semantic plausibility.
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The majority of 3d human pose forecasting models concentrate on predicting
future poses given only the past pose history [40-42]. In [43] human pose futures
are predicted on a static dataset by forecasting a trajectory, to which poses
are fitted by a transformer network. Differently from our work the reasoning
is performed in 2d which leads to geometrically implausible failure cases. [44]
forecast pedestrian motion by combining a pose predicting GRU [45] with social
pooling and a 2d background context layer. Both [43, 44] are not readily applicable
to driving datasets as they lack modelling of cars and require access to high
quality 2d human poses which are in general hard to obtain in driving datasets.

2 Methodology

The pedestrian trajectory forecasting problem on a dataset D of pedestrian tra-
jectories can be formulated as follows. Let xg, ..., ®:, Tiy1,. .. 7 be a pedestrian
trajectory® of length T in D. Given the trajectory xo, ..., x; up to timestep t we
would like to predict the pedestrian’s position in the next timestep xy41 = x1+ vy,
where v, is the step taken by the pedestrian from x; to x;41. Each position
x; is associated with a state s;, described in detail in §2.1, that includes the
pedestrian’s past trajectory and other relevant scene information at position
x;. We denote the density function of the random variable v; conditioned on
st as p(vy|st). The prediction task is to estimate p(v¢|s:) by a parametric func-
tion pe(vi|s:) where the step forecast is ¥; = max,, po(vi|s:). The maximum
likelihood estimate of the model parameters © is then given by

T-1

O* = argmaxlog L(O|D) = argmaxz Z log po (v¢|st) (1)
© ® D =0

From the RL perspective on the other hand, an agent has an initial position
2 and takes steps by sampling from a parametric policy: vy ~ mg(v¢|s:). After
taking a step v the agent finds itself in a new location x;y; = ¢ + v, and in
training receives a reward R(s:, v:). The objective is to find a policy g that
maximizes the expected cumulative reward,

T—1
Z R(st,vt)] (2)

t=0

J () =E

Te

Comparing the RL perspective with the standard forecasting formulation,
we first note that mo(v¢|s:) = po(vi|s:). Furthermore, the optima of (1) is
unchanged if it is multiplied by a function R(s¢, v;) that obtains its maximum at
all (s;,v¢) € D, i.e. on the expert trajectories. Thus, assuming that the actions
taken by the pedestrians in D are optimal in the reward function R, we can
rewrite the maximum likelihood objective (1) as a Monte Carlo estimate of the

5 The «; are 2d locations in the movement plane.
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policy gradient objective [46], sampled from the expert trajectories (s¢, v:) € D:

T—1
0" = argénaxz Z log me (vi|st) R(st, ve) 3)

D t=0

We can now unify the policy gradient objective (3) and the supervised objective
(1) by sampling respectively from ($;,v;) ~ 1o and (s;,v¢) € D. Optimizing
(3) while sampling from both the expert trajectories and the current parametric
policy equates to iteratively optimizing the policy gradient objective and the
maximum likelihood objective. Thus we have shown that (1) can be rewritten as
a policy gradient objective assuming a reward function that obtains its optima
on D. In §2.4 we construct a reward function that fulfills this criteria.

By posing the supervised learning problem of pedestrian trajectory forecasting
as an RL problem, the detailed human dynamics model HLN becomes part of the
observable environment dynamics and does not need to be modelled explicitly in
the trajectory prediction model mg. This is a natural way of combining accurate
human motion models trained on in-laboratory motion capture data [47, 48] with
trajectories available in autonomous driving datasets [1-6].

In the following subsections we present our SPL agent, which performs human
3d motion synthesis within two modules. First a semantic pedestrian locomotion
network (STPN) samples a step v; based on s;, and then a human locomotion
network (HLN) generates realistic body joint movements to the next position
@1y1. The HLN is first trained in a supervised fashion (see §2.3). Then the
STPN and HLN modules are combined, and the STPN is trained by alternating®
between sampling from expert trajectories and from arbitrary states, following
the objective (3). Fig. 2 provides an overview of the SPL model.

2.1 States and Actions

The agent acts in the voxelized 3d environment E; = {S,D;} over the time
horizon {0, ...,T}, where E; is a 3d pointcloud reconstruction of a scene with
resolution 20 cm x 20 cm X 20 cm. The reconstruction F; consists of stationary
objects S and a dynamic occupancy map D; of moving objects. Specifically, the
dynamic occupancy map marks the timestamps of voxel occupancies by other
pedestrians and cars (in separate channels) in the time horizon {0,...,T}. For
past timesteps 0 — ¢ the dynamic occupancy map contains the past trajectories
of cars and pedestrians, while a constant velocity model is used to predict the
future t 4+ 1,...,T. Further details of D, are in the supplement. Each 3d point
in F; is described by a semantic label [ and an RGB-color label ¢. We let
Ei(xt) = {S(x¢), Di(x4)} denote a 5 m x 5 m x 1.8 m rectangular 3d crop of E;
centered at the agent’s current position x; and touching the ground.

The agent’s state at time ¢ consists of its external semantic state s; and the
internal locomotion state l;. The external semantic state is defined as

st = {Ef (@), ve-N, -, Vi1, dyy he_1} (4)

5 See details of the alternating training in the supplement.
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where E?4(x,) is a top-view projection of E;(x;), v4_n,..., v constitute the
agent’s movement history for the past N = 12 timesteps, d,, is the displacement”
to the closest vehicle, and h;_; is the hidden layer of the HLN (cf. §2.3) which
informs about the agent’s posture, pose and acceleration. The locomotion state

b={T M s T 1, T, G5 -+ Gi15 Gt T Bt Ter1s [0} (5)

consists of the past positions @¢_az, ..., x;—1 of the agent (M = 11), the current
position x;, the past gait characteristics g,_,;,...,9;_1, the next step’s gait
g;, the joint positions and velocities j, and 4;, the next trajectory position
i1 = T+ + vy, and the speed |v¢|. The gait characteristic g, is a binary vector
indicating if the agent is standing, walking or jogging and is regressed from |vy|.
The joint positions j, are the 3d positions of the root-joint centered 30 BVH
joints of the CMU motion capture data [49].

2.2 Semantic Trajectory Policy Network (STPN)

The STPN is a neural network that parametrizes mo(v:|s;), the velocity dis-
tribution of the agent in position x; with state s;. We factorize mo(v¢|s;) into
a Gaussian distribution over speed |v:|, and a multinomial distribution over
discretized unit directions w;. Since the agent is acting and observing the world
in a regular voxel grid, the movement directions are discretized into the eight
directions North (N), North-East (NE) and so on: N, NE, E, SE, S, SW, W, NW,
as well as a no-move action. After the velocity v; is sampled, the agent’s next
position x;41 is given by the HLN in §2.3. The new position is often close to
x; + v; but could be adjusted by the HLN to ensure physical plausibility.

The policy me(v:|st) is parameterized by a neural network, consisting of
a convolutional features extractor, an agent history encoder and two parallel
fully connected (FC) layers. The convolutional features extractor consists of
two convolutional layers of size (2,2,1) with ReLU activations and max pooling.
The agent history encoder is a a 32-unit LSTM [50] that extracts a temporal
feature vector f, from the agent’s past trajectory v;_n,...,v:—1. The parallel
FC layers both receive® as input the convolutional features, the temporal features
f., the displacement vector d; and the hidden state® h;_; of the HLN. The
previous unit direction u;—; is added as a prior to the output of the first FC layer,
and the result is then fed through a softmax activation to output a probability
distribution over the unit directions u;. The second FC layer is activated by
the sigmoid function which is scaled with the maximal speed 3 m/s to produce
1, the mean of the normal distribution that models the speed taken at time
t. Hence |vy| ~ N (4, 0), where o is exponentially decreased from 2 to 0.1 in
training. Finally, the sampled velocity v is given by v; = |v¢|uy.

" This is comparable to a pedestrian being aware of cars in its vicinity.
8 The goal-directed agent additionally includes the direction to the goal at this stage.
9 The previous hidden state is used, as the HLN is executed after the STPN.
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2.3 Human Locomotion Network (HLN)

The HLN produces 3d body joint positions to take a step v; from a;. The HLN is
adapted from [51] with the addition of a velocity regression layer that estimates
g, in (5) from v;. Network weights are learnt following the data and procedure
in [51]. The HLN is a phase function network that is conditioned on the walking
phase of the body at time ¢, where the phase varies from 0 to 27 for a full cycle
from the right foot touching the ground until the next occurrence of the right
foot touching the ground. The HLN regresses j,, 1,441 = h(l;), i.e. the joint
positions j;,; and velocities 4,1, conditioned on the current state I; (see §2.1).

The next position x;y; of the agent is set to the plane coordinates of the
pelvis joint in j,,; at timestep ¢ 4 1 (the agent is not allowed to move through
objects). The HLN architecture consist of three fully connected layers with 512
hidden units per layer and an exponential rectified linear function [52] as the
activation function. The last hidden layer h; is observed by the STPN in the
next timestep, informing it of the agent’s current posture. Network weights are
trained for different walking phases by augmenting surface curvature for constant
feet to ground distances from motion capture data as reported in [51].

2.4 Reward Signal

In training the agent’s state is evaluated by the reward function R; = R(x¢, v4)
at each step. We wish to estimate the optimal policy g« (v¢|s¢) that maximizes
the total expected reward. The reward function is designed so that its maximal
value occurs on the expert trajectories, as discussed in §2. A reward Ry =1 is
given for visiting a pedestrian trajectory in the dataset D, otherwise R4y = 0.
The reward is given only for newly visited locations to promote the agent to
move. We also encourage the agent to move close to positions where pedestrians
tend to appear. To approximate a pedestrian density map from D we apply an
exponential kernel on the trajectory locations in D, i.e.

T
Relwi,v1) —1og{2 > > exp{-lai wtm}} ©)

xieD t'=0
where b is the bandwidth (we set b = 0.0001) and the sum is over all pedestrian
trajectory positions 2’ in the dataset D. We gather the terms that encourage the
agent to stay near trajectories in D as Rpeq(@, vi) = Ri(x, vy) + Ra(x, vy).

To penalize collisions, let R,, R, and R, be negative indicator functions
that are active if the agent collides with vehicles, pedestrians and static objects,
respectively. The terms are gathered as Reo (@, v¢) = Ry (@4, v1) + Ry, v4) +
Rs(x¢,v,). Note that Ryeq(x, vy) is only given when R, (z,v,) = 0.

To encourage smooth transitions between the exhibited poses and to penalize
heavy effort motions, we penalize the average yaw ¢ (in degrees) of the joints in
the agent’s lower body as Ry (x:,v;) = max(min(¢ — 1.2,0),2.0). Thus the full
reward'? is R(xi, v1) = Reou(xt, V1) + Rpea(Ti, v1) + Ry(Ts, vy).

10 Fach term weighted with the respective weights, A\, = 1, Ap = 0.1, Ay = 0.02,
A = 0.01, A\g = 0.01, Ay = 0.001.
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Fig. 3: Several 1-minute trajectories of our SPL-goal agent reaching its goal
location in orange (maximum distance to goal: 120 m) on the CARLA test set.
Car, person and agent trajectories are shown in blue, green and red respectively.
Left: Agent sharply but safely crossing the street to reach a goal. Middle: Agent
safely crossing the street as no cars are approaching. Right: Agent safely moving
along the pavement when given a goal on the road. The shortest path to the
goal would involve walking on the road for a longer amount of time, so the agent
balances its desire to reach the goal with the risk of being on the road.

When the agent is given a goal location, every step taken towards the goal
should provide a reward for the improvement made relative to the initial goal
distance. Thus, given a goal location x, we define

1 if @111 — gl <€
Ry(@i,v1) = {1 _ Nzl

lle:—zgl

(7)

otherwise

where € defines the distance from the goal location to the agent center.!'! The full
reward!? of the goal reaching agent is R(z:,v:) = Reon (@1, vt) + Rpea(®t, v) +
Ry(xy,vy) + Ry(xy, vy). Note that the goal-driven reward does not necessarily
reach its optima on expert trajectories, as the it is not assumed that x4, € D.

2.5 Policy Training

With a finite sequence length 7', a large number of states are in practice un-
reachable for the agent with an initial location xy. However, thanks to the RL
reformulation the agent can be initialized in any location. By regularly choosing
information dense g, the number of samples needed to learn critical behaviours
such as collision avoidance can be reduced, and thus the agent is initialized
in front of cars, near pedestrians, randomly, on pavement and on pedestrians.
Agents are trained in Tensorflow [53] using Adam [54] with a batch size of 30
trajectories, learning rate of 1073, and a discount rate of 0.99.

3 Experiments

The proposed pedestrian motion generation agent is evaluated on both simulated
and real data, with and without target goals. The goal-free and goal-directed

' We set € = 20v/2 cm, i.e. the agent must overlap the goal area.
12 The weights except for A, = 2, A, = 1 are the same. The fraction term of R, is
weighted by 0.001.
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Fig. 4: Subsampled pose sequence in a Waymo test scene, showing the SPL agent
walking behind a car (indicated with an orange 3d bounding box) to avoid a
collision, and then returning to the crosswalk. A zoomed out view of the scene at
the beginning of the agent’s trajectory is shown in the top left.

agents are denoted SPL and SPL-goal, respectively. Since the human locomotion
network (HLN) described in §2.3 imposes realistic human dynamic constraints,
we present all results with the HLN performing joint transformations along the
trajectories. We compare SPL with the following methods:

— Behaviour cloning (BC) is an imitation learning baseline. BC is trained
with the same network structure as SPL, but by only sampling from D, i.e.
max-likelihood forecasting. The same hyperparameters as for SPL are used.

— Constant velocity (CV) models pedestrian motion with a constant velocity,
which as shown in [55] is surprisingly effective in many cases. When initialized
on a pedestrian it continues with the last step velocity of that pedestrian.
When initialized elsewhere, a Gaussian with p = 1.23 and o = 0.3 (same as
[56]) is used to estimate speed and the direction is drawn at random.

— S-GAN is the Social-GAN [19] used for pedestrian forecasting.

— S-STGCNN (S-STG in tables) the Social Spatio-Temporal Graph Convolu-
tional Neural Network [23], a pedestrian trajectory forecasting network.

— ST-GAT is the Spatial-Temporal Graph Attention Network [22], another
recent pedestrian trajectory forecasting network.

— CARLA-simulated (GT) are the pedestrians simulated in CARLA, here
considered ground truth. These pedestrians follow hand-designed trajectories.

S-GAN, S-STGCNN and ST-GAT are trained with default hyperparameters from
the the official implementations. We compare SPL-goal with the following:

— Goal direction (GD) takes the shortest Euclidean path to the goal.

— Collision avoidance with deep RL (CADRL) [57] walks towards the goal
location while avoiding moving objects around itself. CADRL is a learning
based model for collision avoidance with dynamic obstacles.
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Fig.5: Multiple SPL-goal agent trajectories generated from the same initial
position in Cityscapes. The agent can be seen reaching different goals (marked
by crosses). The agent chooses to walk on pavement when nearby.

3.1 Datasets

Simulated data from CARLA. The CARLA package [58] is a simulator for
autonomous driving. RGB images, ground truth depth, 2d semantic segmenta-
tions and bounding boxes of pedestrians and cars are collected from the simulator
at 17 fps. Town 1 is used to collect training and validation sets, with 37 and 13
scenes, respectively. The test set consists of 37 scenes from Town 2.

3d reconstructions from Cityscapes. This dataset [59] consists of on-board
stereo videos captured in German cities. The videos are 30 frames long with a
frame rate of 17 fps (video length: 1.76 seconds). We use GRFP [60] to estimate
the semantic segmentation of all frames. The global reconstructions are com-
puted by COLMAP [61] assuming a stereo rig with known camera parameters.
The density of the dense reconstructions from COLMAP varies; an example
reconstruction can be seen in Fig. 5. Cars and people are reconstructed frame-
by-frame from PANnet [62] 2d bounding boxes and instance level segmentation
masks. Triangulation is used to infer 3d positions from 2d bounding boxes. The
dataset consists of 200 scenes; 100 for training, 50 for validation and 50 for testing.

LiDAR Waymo. The Waymo dataset [2] consist of 200 frame 10Hz LiDAR 3d
scans, traffic agent trajectories and RGB images in 5 directions from the top of a
data gathering car. We subsample a dataset of the 100 most pedestrian dense
scenes in a 50 m radius to the collecting car. We use 70, 10 and 20 scenes for
training, validation and testing, respectively. The images are segmented by [63]
and the semantic labels are mapped to the 3d scans by the mapping between
LiDAR and cameras provided by the Waymo dataset.

3.2 Training and Evaluation Details

In CARLA and Waymo the training sequence length is 30 timesteps, and in
testing 300 timesteps (/17s). The agents are trained for 20 epochs, 10 of which
are STPN-pretraining without the HLN, and 10 of which are further refinements
with the HLN attached (cf. §2.2 and §2.3). Agents tested on Cityscapes are first
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Table 1: Left: Evaluation of pedestrian motion generation with 17s rollouts on the
CARLA test set. The SPL (goal-free) agent is compared to the behaviour cloning
(BC), constant velocity (CV) heuristics, as well as to to S-GAN [19], ST-GAT [22]
and S-STG(CNN) [23]. The average of five different starting scenarios is shown
(on pedestrian, random, close to a car, near a pedestrian, or on pavement). Our
SPL agent collides with objects and people (f,) and cars (f,) less frequently than
any other method, while travelling (d) only slightly shorter than ST-GAT. Right:
Our SPL-goal agent outperforms or matches the goal direction (GD) heuristic
and CADRL in success rate (fs), while colliding much less (f,, f,)-

SPL BC CV S-GAN ST-GAT S-STG fo fo fe
fo 0.02 003 013 0.14 0.14 0.02  SPL-goal 0.09 0.01 0.78
fo 0.07 013 0.16 0.16 0.15 0.12 CADRL 0.24 0.08 0.75
d 70 16 37 51 7.9 047 GD 0.14 0.07 0.78

Table 2: Left: Average displacement error (m) for pedestrian forecasting on
CARLA and Waymo. Our SPL agent receives the second lowest forecasting error
on both datasets. The ST-GAT outperforms SPL on the CARLA dataset but
yields the worst results on the Waymo dataset. On the Waymo dataset our SPL
and BC models outperform the others with a large margin. Right: Our SPL agent
avoids more collisions (f, + f,), walks further (d) and stays more on pavements
(fp) than ground truth simulated pedestrians (GT) on CARLA. The SPL agent
is initialized on the same positions as the simulated pedestrians.

SPL BC S-GAN ST-GAT S-STG fo fo d f
CARLA 0.1 022  0.16 0.09 0.12  SPL 0.00 0.0 17.0 0.46
WAYMO 0.06 0.03 0.1 0.13 011 GT 0.08 0.0 16.0 0.35

trained on CARLA for 10 epochs and refined on Cityscapes for 22 epochs. Agents
that are given a goal are trained with a sequence length of 10 timesteps for the
first 5 epochs, after which the sequence length is increased to 30. The SPL-goal
agents are refined from the weights of goal-free SPL agent that was trained on
CARLA, with the addition of a feature indicating the direction to the goal. Each
test scene is evaluated for 10 episodes with different spatial and agent history
initializations to compute mean metrics.

3.3 Results

Evaluation metrics are adapted from the benchmark suite of CARLA and are:
— fo, average frequency of collisions with static objects and pedestrians;
— fu, average frequency of collisions with vehicles;
— d, average Euclidean distance (in meters) between agent’s start and end
location in episodes;
— fp, average frequency of the agent being on pavements;
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Table 3: Left: The SPL agent has learnt to avoid collisions with cars and pedes-
trians significantly better than BC, CV, S-GAN, ST-GAT and S-STG(CNN) on
the Waymo data. Right: SPL-goal outperforms CADRL and GD on all metrics
on Cityscapes. SPL-goal can reach goals while avoiding cars even in noisy scenes.

SPL BC CV S-GAN ST-GAT S-STG fo  fo fs
f, 0.07 0.6 022  0.60 0.71 0.15 SPL-goal 0.23 0.03 0.71
f, 0.03 0.06 0.10 0.26 0.12 0.07 CADRL 0.28 0.10 0.70
d 14 4.0 12 29 2.5 0.34 GD 0.28 0.09 0.70

— fs, success rate in reaching a goal (only applicable for goal reaching agents).
CARLA. Table 1 (left) shows that our SPL agent generates long trajectories
and yields significantly fewer collisions than the compared methods. The SPL
average trajectory length of 7.0m is 11% less than the furthest travelling ST-GAT
of 7.9m, but the SPL agent collides 53% less with vehicles and 86% less with
objects and pedestrians. As shown in Table 2 (right), SPL even outperforms the
CARLA-simulated (GT) trajectories in collision avoidance, and learns to stay
on the sidewalk more, despite GT being the experts. To show the effect on the
loss (1) of training on states outside of the expert trajectories, we compute the
average negative log-likelihood loss (NLL) with respect to expert trajectories on
the test set for the STPN module of SPL and of the BC baseline, obtaining losses
of 0.009 and 0.013, respectively. The lower NLL of STPN indicates that training
on states outside the expert trajectories provides more informative features and
a model that acts more similar to ground truth data (i.e. expert trajectories).
Finally, the SPL agent obtains the second lowest one-step trajectory forecasting
error, or average displacement error (ADE), as seen in Table 2 (left).

To the right in Table 1 the SPL-goal agent is compared to CADRL and to
the goal direction (GD) heuristic when given a goal at a distance of 6m. Our
SPL-goal agent achieves a slightly higher success rate (fs) than CADRL while
being on par with GD. Moreover, SPL-goal is significantly better at avoiding
collisions with cars, people and obstacles than the compared methods. In Fig. 3,
the SPL-goal agent can be seen safely crossing streets to reach its goals.

Cityscapes. The 3d reconstructions of moving objects in the Cityscapes data
can be noisy due to errors in depth estimation in frame-by-frame reconstruction,
as well as noise in bounding boxes and semantic segmentation. Therefore the
goal reaching task is harder in Cityscapes than in CARLA. Agents are initialized
on pavement, near cars or randomly. The SPL-goal agent outperforms the GD
heuristic and CADRL in collision avoidance as seen in table Table 3 (right).
Sample trajectories of our agent can be seen in Fig. 5.

Waymo. In Table 3 (left), our SPL agent, BC, CV, S-GAN, ST-GAT and
ST-GCNN are evaluated on 4 second trajectories. The SPL agent is significantly
better at collision avoidance than any other model that is only trained on expert



14 M. Priisalu et al.

Fig.6: SPL agent trajectories on the Waymo dataset, showing the pedestrian
taking a number of different paths depending on how the agent history is initialized
(cf. §2.2). Cars and other pedestrians are indicated with 3d bounding boxes.

pedestrian trajectories. It should be noted that the collision-aware SPL agent
travels slower than BC to avoid collisions, which results in shorter trajectories
on average. However SPL’s trajectories are three times longer than S-STG(CNN)
with half of the collisions. The SPL model has the second lowest ADE after
BC (which shares SPL’s architecture) on the Waymo dataset as seen in Table 2
(left). The SPL model is the only model to perform well on trajectory forecasting
on both simulated and real data, while outperforming all models in collision
avoidance. Qualitative examples of the SPL agent (without goals) are shown in
Fig. 1, Fig. 6 and frame-by frame car avoidance in Fig. 4.

4 Conclusions

We have introduced a novel hierarchical 3d pedestrian locomotion generation
model, based on explicit 3d semantic representations of the scene and 3d pedes-
trian locomotion model. By training the generator with a unified reward and
likelihood maximization objective, the model learns to forecast well on both
real and simulated data, while outperforming even expert trajectories in colli-
sion avoidance. More generally, our formulation can be used to adapt or refine
any maximum likelihood-based trajectory forecasting method to simultaneously
handle collision avoidance and forecasting. Our formulation also enables the
use of articulated human models to enforce human dynamics on the trajectory
forecasting model. Finally, the proposed pedestrian motion generator can also be
refined to plausibly navigate among other pedestrians and traffic to specific goals.
Future work includes studying finer grained agent-scene interactions, for example
modelling traffic signs, crossroads, and other relevant objects in urban scenes.
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