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Abstract. Person re-identification (Re-ID) aims to match a target per-
son across camera views at different locations and times. Existing Re-ID
studies focus on the short-term cloth-consistent setting, under which
a person re-appears in different camera views with the same outfit.
A discriminative feature representation learned by existing deep Re-
ID models is thus dominated by the visual appearance of clothing. In
this work, we focus on a much more difficult yet practical setting where
person matching is conducted over long-duration, e.g., over days and
months and therefore inevitably under the new challenge of changing
clothes. This problem, termed Long-Term Cloth-Changing (LTCC) Re-
ID is much understudied due to the lack of large scale datasets. The
first contribution of this work is a new LTCC dataset containing peo-
ple captured over a long period of time with frequent clothing changes.
As a second contribution, we propose a novel Re-ID method specifi-
cally designed to address the cloth-changing challenge. Specifically, we
consider that under cloth-changes, soft-biometrics such as body shape
would be more reliable. We, therefore, introduce a shape embedding
module as well as a cloth-elimination shape-distillation module aiming
to eliminate the now unreliable clothing appearance features and fo-
cus on the body shape information. Extensive experiments show that
superior performance is achieved by the proposed model on the new
LTCC dataset. The dataset is available on the project website: https:
//naiq.github.io/LTCC_Perosn_ReID.html.

1 Introduction

Person re-identification (Re-ID) aims at identifying and associating a person
at different locations and times monitored by a distributed camera network. It
underpins many crucial applications such as multi-camera tracking [1], crowd
counting [2], and multi-camera activity analysis [3].

⋆ corresponding author
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Fig. 1. Illustration of the long-term cloth-changing Re-ID task and dataset. The task
is to match the same person under cloth-changes from different views, and the dataset
contains same identities with diverse clothes.

Re-ID is inherently challenging as a person’s appearance often undergoes
dramatic changes across camera views. Such a challenge is captured in existing
Re-ID datasets, including Market-1501 [4], DukeMTMC [5] and CUHK03 [6],
where the appearance changes are caused by changes in body pose, illumina-
tion [7], occlusion [8–10] and camera view angle [11, 12]. However, it is noted
that in these popular datasets each person is captured across different camera
views within a short period of time on the same day. As result, each wears the
same outfit. We call the Re-ID under this setting as short-term cloth-consistent
(STCC) Re-ID. This setting has a profound impact on the design of existing Re-
ID models – most existing models are based on deep neural networks (DNNs)
that extract feature representations invariant to these changes. Since faces are
of too low resolutions to be useful, these representations are dominated by the
clothing appearance.

In this paper, we focus on a more challenging yet practical new Long-Term
Cloth-Changing (LTCC) setting (see Fig. 1 (a)). Under this setting, a person
is matched over a much longer period of time, e.g., days or even months. As a
result, clothing changes are commonplace, though different parts of the outfit
undergo changes at different frequencies – the top is more often than the bottom
and shoe changes are the least common. Such a setting is not only realistic but
also crucial for certain applications. For instance, if the objective is to capture
a criminal suspect after a crime is committed, he/she may change outfits even
over short-term as a disguise. However, LTCC Re-ID is largely ignored so far.
One primary reason is the lack of large-scale datasets featuring clothing changes.

The first contribution of this paper is thus to provide such a dataset to fill
in the gap between research and real-world applications. The new Long-Term
Cloth-Changing (LTCC) dataset (see Fig. 1 (b)) is collected over two months. It
contains 17, 138 images of 152 identities with 478 different outfits captured from
12 camera views. This dataset was completed under pedestrian detection and
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careful manual labeling of both person identities and clothing outfit identities.
Due to the long duration of data collection, it also features drastic illumination,
viewing angle, and pose changes as in existing STCC datasets, but additionally
clothing and carrying changes and occasionally hairstyle changes. Furthermore,
it also includes many persons wearing similar clothing, as shown in Fig.1 (b).

With cloth-changing now commonplace in LTCC Re-ID, existing Re-ID mod-
els are expected to struggle (see Tab. 1) because they assume that the clothing
appearance is consistent and relies on clothing features to distinguish people
from each other. Instead, it is now necessary to explore identity-relevant biolog-
ical traits (i.e., soft-biometrics) rather than cloth-sensitive appearance features.
A number of naive approaches can be considered. First, can a DNN ‘does the
magic’ again, i.e., figures out automatically what information is cloth-change-
invariant? The answer is no, because a) the soft-biometrics information is subtle
and hard to compute without any network architectural change to assist in the
extraction; and b) in a real-world, some people will wear the same outfit or at
least keep part of the outfit unchanged (e.g., shoes) even over a long duration.
The network thus receives a mixed signal regarding what information is discrim-
inative. Second, would adding a cloth-changing detector be a solution so that
models can be switched accordingly? The answer is also negative since detecting
changes for the same person needs person Re-ID to be solved in the first place.

To overcome these difficulties, we propose a novel DNN for LTCC Re-ID. The
key idea is to remove the cloth-appearance related information completely and
only focus on view/pose-change-insensitive body shape information. To this end,
we introduce a Shape Embedding (SE) to help shape feature extraction and a
Cloth-Elimination Shape-Distillation (CESD) module to eliminate cloth-related
information. Concretely, the SE module aims to extract body pose features.
This is achieved by encoding the position/semantic information of human body
joints, and leveraging the relation network [13] to explore the implicit correla-
tions between each pair of body joints. The CESD module, on the other hand,
is designed to learn identity-relevant biological representation. Based on the fea-
tures extracted from SE module, we adaptively distill the shape information by
re-scaling the original image feature. To better disentangle the identity-relevant
features from the residual (i.e., the difference between the original information
and the re-scaled shape information), we explicitly add the clothing identity
constrain to ensure the identity-irrelevant clothing feature to be eliminated.

Contribution. Our contributions are as follows: (1) We introduce a new Long-
Term Cloth-Changing (LTCC) dataset, designed to study the more challenging
yet practical LTCC Re-ID problem. (2) We propose a novel model for LTCC Re-
ID. It contains a shape embedding module that efficiently extracts discrimina-
tive biological structural feature from keypoints, and a cloth-elimination shape-
distillation module that learns to disentangle identity-relevant features from the
cloth-appearance features. (3) Extensive experiments validate the efficacy of our
Re-ID models in comparison with existing Re-ID models.
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2 Related Work

Short-Term Cloth-Consistent Re-ID. With the popularization of surveil-
lance system in the real-world, person re-identification task attracts more and
more attention. As mentioned earlier, almost all existing Re-ID datasets [14,
15, 4] were captured during short-period of time. As a result, for the same per-
son, the clothing appearances are more or less consistent. In the deep-learning
era, more efforts have been made in developing approaches for automatic person
re-identification by learning discriminative features [16, 17] or robust distance
metrics [18, 19]. These models are robust against changes caused by pose, illumi-
nation and view angles as they are plenty in those datasets. However, they are
vulnerable to clothing changes as the models are heavily reliant on the clothing
appearance consistency.
Long-Term Cloth-Changing Re-ID Datasets. Barbosa et al. [20] proposed
the first cloth-changing Re-ID dataset. However, the dataset is too small to be
useful for deep learning based Re-ID. More recently iQIYI-VID [21] is introduced
which is not purposefully built for LTCC but does contain some cloth-changing
images. However, it is extracted from on-line videos, unrepresentative of real-
world scenarios and lack of challenges caused illumination change and occlusion.
Similarly, Huang et al. [22, 23] collect Celebrities-ReID dataset containing cloth-
ing variations. Nevertheless, the celebrity images are captured in high quality by
professional photographers, so unsuited for the main application of Re-ID, i.e.
video surveillance using CCTV cameras. Another related work/dataset is Re-ID
in photo albums [24, 25]. It involves person detection and recognition with high-
resolution images where face is the important clue to solve this task. However,
this setting is not consistent with canonical Person Re-ID, where pedestrians
are captured by non-overlapped surveillances with low resolution. Note that a
concurrent work [26] also introduced an LTCC dataset, called PRCC which is
still not released. Though featuring outfit changes, PRCC is a short-term cloth-
changing dataset so it contains less drastic clothing changes and bare hairstyle
changes. Further, with only 3 cameras instead of 12 in our LTCC dataset, it is
limited in view-angle and illumination changes. In contrast, our LTCC Re-ID
aims at matching persons over long time from more cameras, with more varia-
tions in visual appearance, e.g., holding different bags or cellphones, and wearing
hats as shown in Fig. 1(b).
Long-Term Cloth-Changing Re-ID Models. Recently, Xue et al. [27] par-
ticularly address the cloth-change challenge by downplaying clothing information
and emphasizing face. In our dataset, face resolution is too low to be useful and
we take a more extreme approach to remove clothing information completely.
Zheng et al. [17] propose to switch the appearance or structure codes and lever-
age the generated data to improve the learned Re-ID features. Yang et al. [26]
introduce a method to capture the contour sketch representing the body features.
These two works mainly focus on learning invariant and discriminative Re-ID fea-
tures by taking clothing information into account. In contrast, our model focuses
solely on extracting soft-biometrics features and removes the model dependency
on clothing information completely.



Long-Term Cloth-Changing Person Re-identification 5

Fig. 2. Examples of one person wearing the same and different clothes in LTCC dataset.
There exist various illumination, occlusion, camera view, carrying and pose changes.

3 Long-Term Cloth-Changing (LTCC) Dataset

Data Collection. To facilitate the study of LTCC Re-ID, we collect a new
Long-Term Cloth-Changing (LTCC) person Re-ID dataset. Different from pre-
vious datasets [4, 28, 5, 6], this dataset aims to support the research of long-term
person re-identification with the added challenge of cloth changes. During dataset
collection, an existing CCTV network is utilized which is composed of twelve
cameras installed on three floors in an office building. A total of 24-hour videos
are captured over two months. Person images are then obtained by applying the
Mask-RCNN [29] detector.

Statistics. We release the first version of LTCC dataset with this paper, which
contains 17,138 person images of 152 identities, as shown in Fig. 2. Each identity
is captured by at least two cameras. To further explore the cloth-changing Re-ID
scenario, we assume that different people will not wear identical outfits (however
visually similar they may be), and annotate each image with a cloth label as well.
Note that the changes of the hairstyle or carrying items, e.g., hat, bag or laptop,
do not affect the cloth label. Finally, dependent on whether there is a cloth-
change, the dataset can be divided into two subsets: one cloth-change set where
91 persons appearing with 417 different sets of outfits in 14, 756 images, and
one cloth-consistent subset containing the remaining 61 identities with 2, 382
images without outfit changes. On average, there are 5 different clothes for each
cloth-changing person, with the numbers of outfit changes ranging from 2 to 14.

Comparison with Previous Datasets. Comparing to the most widely-used
cloth-consistent Re-ID datasets such [4, 6, 5], our dataset is gathered primarily
to address the new LTCC Re-ID task, which challenges the Re-ID under a more
realistic yet difficult setting. Comparing to few cloth-changing datasets [30, 22],



6 X. Qian et al.

Fig. 3. Illustration of our framework and the details of Cloth-Elimination Shape-
Distillation (CESD) module. Here, we introduce Shape Embedding (SE) module to ex-
tract structural features from human keypoints, followed by learning identity-sensitive
and cloth-insensitive representations using the CESD module. There are two CESD
modules (green solid box and green dash box). Both share the same SE module, but
we only show the detail of CESD in the second one. ‘⊘’ denotes the operation of re-scale
in the Eq. 4.

ours is collected in a natural and long-term way without any human interven-
tion. Concretely, our dataset includes not only various cloth-changing (e.g., top,
bottom, shoe-wear), but also diverse human pose (e.g., squat, run, jump, push,
bow), large changes of illumination (e.g., from day to night, indoor lighting) and
large variations of occlusion (e.g., self-occlusion, partial), as shown in Fig. 2.
More details can be found in Supplementary Material.

4 Methodology

Under the LTCC Re-ID setting, the clothing appearance becomes unreliable and
can be considered as a distraction for Re-ID. We thus aim to learn to extract
biological traits related to soft biometrics, with a particular focus on body shape
information in this work. Unfortunately, learning the identity-sensitive feature
directly from body shape [31] is a challenging problem on its own. Considering
the recent success in body parsing or human body pose estimation [32] from
RGB images, we propose to extract identity-discriminative shape information
whilst eliminating clothing information with the help of an off-the-shelf body
pose estimation model. Specifically, given a generic DNN backbone, we first
introduce a Shape Embedding (SE) module to encode shape information from
human body keypoints. Then we propose a Cloth-Elimination Shape-Distillation
(CESD) module, which is able to utilize shape embedding to adaptively distill the
identity-relevant shape feature and explicitly disentangle the identity-irrelevant
clothing information.
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Fig. 4. The detailed structure of the Shape Embedding (SE) module.

4.1 Shape Embedding (SE)

Humans can easily recognize an old friend in an unseen outfit from the back (no
face). We conjecture that this is because the body shape information is discrim-
inative enough for person identification. Here, ‘shape’ is a general term referring
to several unique biological traits, e.g., stature and body-part proportion. One
intuitive way to represent body shape is to employ joints of human body and
model the relations between each pair of points. For example, the relation be-
tween points of left-shoulder and left-hip reflects the height of the upper body.
Representation. We employ an off-the-shelf pose detector [33, 34], which is
trained without using any re-id benchmark data, to detect and localize n human
body joints as shown in Fig. 4. Each point ni is represented by two attributes,
position Pi and semantics Si (i.e., corresponding to which body joint). Con-
cretely, Pi = (xi

w
, yi

h
, w
h
) where (xi, yi) denotes the coordinates of joint i in the

person image and (w, h) represents the original width and height of the image. Si

is a n-dimensional one-hot vector to index the keypoint i (e.g., head and knee).
If one of the points is undetectable, we set Pi as (−1,−1, w

h
).

Embedding. The two keypoint representation parts are first encoded with
learnable embedding weights W individually. Then, we employ a refinement net-
work to integrate the two parts and improve the representation of each keypoint,
which can be formulated as

fi = F

(
WpPi

T +WsSi
T

)
∈ R

d2 , (1)

where Wp ∈ R
d1×3 and Ws ∈ R

d1×13 are two different embedding weights; F (·)
denotes the refinement network with several fully-connected layers to increase
the dimension from d1 to d2. In this paper, we have two hidden layers and set
d1 = 128, d2 = 2048.

After the embedding, we now obtain a set of keypoint features f ∈ R
n×d2 .

Intuitively, the information of body proportion cannot be captured easily by the
feature of a single joint. We still need to represent the relation between each
pair of keypoints. To this end, we propose to leverage a relation network for ex-
ploiting relations between every two points. As illustrated in Fig. 4, our relation
network concatenates features of two different keypoints from all combinations
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and feeds them into two convolution layers for relation reasoning. The final shape
embedding feature of fP is obtained by maximizing4 over all outputs. The whole
formulations can be expressed as follows,

Hij = [fi ; fj ], fp = GMP(Convθ(H)) (2)

where fP ∈ R
d2 and H ∈ R

n×n×d2 ; GMP and θ denote global max pooling
and parameters of convolution layers, respectively. [∗; ∗] denotes the operation
of concatenation.

4.2 Cloth-Elimination Shape-Distillation (CESD)

Person images contain clothing and shape information. Disentangling the two
and focusing on the latter is the main idea behind our model for LTCC Re-ID.
Recently, many works on visual reasoning [35, 36] or style transfer [37, 38] are
proposed to solve a related similar problem with adaptive normalization. Inspired
by these works, we introduce a cloth-elimination shape-distillation module. It is
designed to utilize the shape embedding to explicitly disentangle the clothing
and discriminative shape information from person images5. The final extracted
feature thus contains the information transferred from shape embedding and the
ones from a task-driven attention mechanism. Specifically, we denote both the
input image and shape features by f I ∈ R

h×w×c and fP ∈ R
d2 , where h, w, c

indicate the height, width and number of channel, respectively.
Shape Distillation. Inspired by adaptive instance normalization [37], we first
try to reduce the original style information in the input by performing instance
normalization [39]. Then, we distill the shape information by re-scaling the nor-
malized feature with the parameters γ and β calculated from fP . These two
steps can be expressed as,

fnorm =
f I − E

[
f I

]
√
Var [f I ]− ǫ

, (3)

f̃ =(1 +∆γ) fnorm + β,

where ∆γ = Gs

(
fP

)
, β = Gb

(
fP

) (4)

where E [·] and Var [·] denote the mean and variance of image features calculated
per-dimension separately for each sample; Gs (·) and Gb (·) are both one fully-
connected layer to learn new parameters of scale and bias. Particularly, rather
than directly predicting γ, we output the offset ∆γ in case of re-scaling factor
value for the feature activation being too low.

4 Max pooling is found to be more effective than alternatives such as avg pooling;
possible reason is that it is more robust against body pose undergoing dramatic
changes.

5 We found empirically that directly using shape embeddings as Re-ID features leads
to worse performance. A likely reason is that the detected 2D keypoints may be
unreliable due to occlusion. So, we treat them as intermediate ancillary features.
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Cloth Elimination. To further enhance the representation of identity-sensitive
but cloth-insensitive feature, we propose to eliminate the identity-irrelevant
clothing clue from the final image features. As shown in Fig. 3, given the image
feature f I and the transferred feature f̃ , we first obtain the residual feature
fR ∈ R

h×w×c by computing the difference between f I and f̃ ,

fR = f I
− f̃ (5)

For fR, it inevitably includes some discriminative features (e.g., contour) and
features that are sensitive to cloth changes. Since reducing intra-distance of the
same identity with different clothing is the primary objective here, we propose
to leverage the self-attention mechanism to explicitly disentangle the residual
feature into two parts, the cloth-irrelevant feature fC− ∈ R

h×w×c and the cloth-
relevant feature fC+ ∈ R

h×w×c, which can be formulated as follows,

α = φ
(
G
2
(
GAP

(
fR

)))
, (6)

fC+ = αfR, fC− = (1− α)fR (7)

where Gi denotes the i-th layer of a convolution neural network with ReLU
activation function, GAP is the global average pooling operation, φ is a sigmoid
activation function and α ∈ R

1×1×c is the learned attention weights.
By adding the cloth-irrelevant feature fC− to the re-scaled shape feature

f̃ , we add one more convolutional layer to refine it and obtain the identity-
relevant feature of f+. Analogously, we sum the cloth-relevant feature fC+ and
the normalized feature fnorm followed by a different convolutional layer to get
the final cloth-relevant feature f−, that is,

f+ = Convθ

(
f̃ + fC−

)
, f− = Convφ

(
fnorm + fC+

)
. (8)

4.3 Architecture Details

Figure 3 gives an overview of our framework. Particularly, a widely-used network
of ResNet-50 [40] is employed as our backbone for image feature embedding.
We insert the proposed CESD module after res3 and res4 blocks. For each
CESD module, we apply two classification losses (person ID and cloth ID) to
support the learning of identity-relevant feature f+ and cloth-relevant feature
f− respectively. Therefore, the overall loss of our framework is,

L =

2∑

i=1

λiL
i
clothing +

2∑

i=1

µiL
i
id, (9)

where Li
clothing and Li

id denote the cross-entropy loss of clothing and identity
classification from the i-th CESD module, respectively; λi and µi are both co-
efficients which control the contribution of each term. Intuitively, the feature
at the deeper layer is more important and more relevant to the task, thus, we
empirically set λ1, λ2 to 0.3, 0.6 and µ1, µ2 to 0.5, 1.0 in all experiments.
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5 Experiment

5.1 Experimental Setup

Implementation details. Our model is implemented on the Pytorch frame-
work, and we utilize the weights of ResNet-50 pretrained on ImageNet [41] for
initialization. For key points, we first employ the model from [33, 34] for human
joints detection to obtain 17 key points. Then, we average 5 points from face
(i.e., nose, ear, eye) as one point of ‘face’, given us the 13 human key joints and
their corresponding coordinates. During training, the input images are resized to
384×192 and we only apply random erasing [42] for data augmentation. SGD is
utilized as the optimizer to train networks with mini-batch 32, momentum 0.9,
and the weight decay factor for L2 regularization is set to 0.0005. Our model
is trained on one NVIDIA TITAN Xp GPU for total 120 epochs with an ini-
tial learning rate of 0.01 and a reduction factor of 0.1 every 40 epochs. During
testing, we concatenate features f+ from all CESD modules as the final feature.
Evaluation settings. We randomly split the LTCC dataset into training and
testing sets. The training set consists of 77 identities, where 46 people have
cloth changes and the rest of 31 people wear the same outfits during recording.
Similarly, the testing set contains 45 people with changing clothes and 30 people
wearing the same outfits. Unless otherwise specified, we use all training samples
for training. For better analyzing the results of long-term cloth-changing Re-ID in
detail, we introduce two test settings, as follows, (1) Standard Setting : Following
the evaluation in [4], the images in the test set with the same identity and the
same camera view are discarded when computing evaluation scores, i.e., Rank-k
and mAP. In other words, the test set contains both cloth-consistent and cloth-
changing examples. (2) Cloth-changing Setting : Different from [4], the images
with same identity, camera view and clothes are discarded during testing. This
setting examines specifically how well a Re-ID model copes with cloth changes.

5.2 Comparative Results

LTCC dataset. We evaluate our proposed method on the LTCC dataset and
compare it with several competitors, including hand-crafted features of LOMO
[44] + KISSME [45], LOMO [44] + XQDA [44], LOMO [44] + NullSpace [46],
deep learning baseline as ResNet-50 [40], PCB [47], and strong Re-ID methods
MuDeep [49], OSNet [47] and HACNN 6 [48]. In addition, we try to leverage
human parsing images, which are semantic maps containing body structure in-
formation [50]. Please find more quantitative and qualitative studies in Supple-
mentary Material.

A number of observations can be made from results in Tab. 1. (1) Our method
beats all competitors with a clear margin under both evaluation settings. As
expected, the re-identification results under the cloth-changing setting are much

6 OSNet is trained with the size of 384× 192 and the cross-entropy loss as ours for a
fair comparison. HACNN is trained with 160× 64 as required by the official code.
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Table 1. Results comparisons of our model and other competitors. ‘Standard’ and
‘Cloth-changing’ mean the standard setting and cloth-changing setting, respectively.
‘(Image)’ or ‘(Parsing)’ represents that the input data is person image or body parsing.
‘†’ denotes that only identities with clothes changing are used for training. ‘§’ indicates
our simple implementation of the siamese network using face images detected by [43].

Methods
Standard Cloth-changing Standard† Cloth-changing†

Rank-1 mAP Rank-1 mAP Rank-1 mAP Rank-1 mAP

LOMO [44] + KISSME [45] 26.57 9.11 10.75 5.25 19.47 7.37 8.32 4.37
LOMO [44] + XQDA [44] 25.35 9.54 10.95 5.56 22.52 8.21 10.55 4.95
LOMO [44] + NullSpace [46] 34.83 11.92 16.45 6.29 27.59 9.43 13.37 5.34

ResNet-50 (Image) [40] 58.82 25.98 20.08 9.02 57.20 22.82 20.68 8.38
PCB (Image) [47] 65.11 30.60 23.52 10.03 59.22 26.61 21.93 8.81

HACNN [48] 60.24 26.71 21.59 9.25 57.12 23.48 20.81 8.27
MuDeep [49] 61.86 27.52 23.53 10.23 56.99 24.10 18.66 8.76
OSNet [47] 67.86 32.14 23.92 10.76 63.48 29.34 24.15 10.13

ResNet-50 (Parsing) [40] 19.87 6.64 7.51 3.75 18.86 6.16 6.28 3.46
PCB (Parsing) [47] 27.38 9.16 9.33 4.50 25.96 7.77 10.54 4.04

ResNet-50 + Face§ [27] 60.44 25.42 22.10 9.44 55.37 22.23 20.68 8.99

Ours 71.39 34.31 26.15 12.40 66.73 31.29 25.15 11.67

lower than the standard setting, which verify the difficulty of LTCC Re-ID.
Under cloth-changing setting, where the training and testing identities both with
different clothes, our method surpass the general baseline ‘ResNet-50 (Image)’
with 4.47%/3.29% of Rank-1/mAP, and it also outperforms strong baseline ‘PCB
(Image)’ by 3.22%/2.86%. (2) Meanwhile, our model also achieves better results
than those advanced Re-ID methods, where some of them are designed with
multi-scale or attention mechanism to extract more discriminative features under
the general Re-ID problem. Such results indicate that our proposed method
can better eliminate negative impact of cloth changes and explore more soft-
biometrics identity-relevant features. (3) Following the idea of [27], we build a
siamese network applying the information of face for LTCC Re-ID. Intuitively,
more information, i.e., face, leads to better performance. However, face feature
is sensitive to factors of illumination, occlusion and resolution, so it is not the
optimal way for the cloth-changing Re-ID. (4) Comparing the performance of
‘ResNet-50 (Parsing)’ and ‘ResNet-50 (Image)’, as well as ‘PCB (Parsing)’ and
‘PCB (Image)’, we can find that the models trained on person images have
superior accuracy than those using parsing. This suggests that the identity-
sensitive structural information is hard to capture directly from images. As a
result, applying it alone for re-identification is unhelpful.

BIWI dataset. Additional experimental results on BIWI [30] dataset are fur-
ther presented and discussed. Please refer to Supplementary Material for more
details about dataset introduction and implementation details. From the results
shown in Table 2, we can make the following observations: (1) Our method
achieves the highest performance on Rank-1 at both settings (Rank-1 of 49.51%
and 39.80% compared to the closest competitor OSNet [51] which gives 47.14%
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Table 2. Results of the multi-shot setting on BIWI dataset. ‘∗’ denotes the results are
reported from original paper [26]. Note that, the same baselines (i.e., ResNet-50 [40],
PCB [47]) implemented by us yield better results than those reported in [26].

Methods
Still Setting Walking Setting

Rank-1 Rank-5 Rank-1 Rank-5

ResNet-50 [40] 41.26 65.13 37.08 65.01
PCB [47] 46.36 72.37 37.89 70.21

SPT+ASE∗ [26] 21.31 66.10 18.66 63.88
HACNN [48] 42.71 64.89 37.32 64.27
MuDeep [49] 43.46 73.80 38.41 65.35
OSNet [51] 47.14 72.52 38.87 61.22

Ours 49.51 71.44 39.80 66.23

and 38.87% at Still and Walking setting respectively). (2) Our method beats the
state-of-the-art competitor SPT+ASE [26], which is designed for cloth-changing
re-ID specifically, by over 28% and 21% on Rank-1 under the Still and Walk-
ing setting, respectively. Note that we adopt the same training/test split and
pretrain strategy as SPT+ASE [26]. (3) We also notice that the performance
of Still setting are generally higher than the Walking setting. This confirms the
conclusion drawn in the main paper as ‘Still’ subset involve fewer variations of
pose and occlusions.

5.3 Ablation Study

Table 3. Comparing the contributions of each component in our method on LTCC
dataset. ‘w/ Cloth label’ means the model is also trained with clothes labels. ‘RN’ and
‘Attn’ refer to the relation network and the design of self-attention in CESD module,
respectively. ‘w/ single CESD’ indicates that we only insert one CESD module after
res4 block. Note that all models of variants are trained only with images of identities
who have more than one outfit.

Methods
Standard Setting Cloth-changing Setting

Rank-1 Rank-5 mAP Rank-1 Rank-5 mAP

ResNet-50 [40] 57.20 71.19 22.82 20.68 31.84 8.38

ResNet-50 [40] w/ Cloth label 63.08 75.05 29.16 20.89 31.64 9.46

Ours w/o SE 65.92 76.29 29.84 22.10 31.86 10.28
Ours w/o RN 65.51 75.89 29.37 21.29 31.67 10.05
Ours w/o Attn 64.09 76.70 28.82 22.31 34.12 9.78
Ours w/ single CESD 64.21 77.51 29.46 23.73 34.30 10.19

Ours 66.73 77.48 31.29 25.15 34.48 11.67

Effectiveness of shape embedding module. Our shape embedding (SE)
module is designed to exploit the shape information from human joints, so that
it can facilitate the task of long-term cloth-changing Re-ID. Here, we compare
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Fig. 5. Visualization of the identity-relevant features and cloth-relevant features
learned from CESD using t-SNE [52]. In (a) and (b), each color represents one identity
which is randomly selected from the testing set, and each symbol (circle, rhombus,
triangle, cross, etc.) with various color indicates different clothes. In the legend, the
capital letters behind the ‘ID’ indicate the identity labels, and the numbers are used
to represent the clothing category. Best viewed in color and zoomed in.

several variants to evaluate its effectiveness. ‘Ours w/o SE’: a model without the
SE module. ‘Ours w/o RN’: a model where the keypoint feature in SE module
is encoded directly with several FC layers instead of the relation network.

We have three observations from the results in Tab. 3. (1) The variants of
‘Ours w/o SE’ and ‘Ours w/o RN’ achieve very similar results and both are
clearly inferior to the full model. It clearly verifies that the shape information
can be better encoded with the relations between two different points rather
than the feature from an individual point. (2) With the information from human
body shape, ‘Ours’ obtains a better performance than ‘Ours w/o SE’ (about 3%
higher on Rank-1), which demonstrates the effectiveness of our shape embedding
module. (3) Comparing the gap of our model with/without SE module between
two different settings, we notice that the shape information contributes about
1% to the accuracy of Rank-1 under the standard setting, but 3 points under
the cloth-changing setting, which shows that under the LTCC ReID task, the
biological traits, e.g., body shape, is more important and helpful.

Effectiveness of cloth-elimination shape-distillation module. Our pro-
posed CESD module aims to distill the shape features and remove the cloth-
relevant features from the input. We consider three variants in the analysis.
Concretely, we first compare our full model with ‘ResNet50 w/ Cloth label’,
whereby a vanilla ResNet-50 is trained with identity and clothes labels. The re-
sults under the two settings in Tab. 3 show that the clothes label helps the model
a bit under the standard setting but not on the more challenging cloth-changing
setting. Meanwhile, it is clear that it is our model rather than the clothes label
that plays the main part. Secondly, we compare our full model with ‘Ours w/o
Attn’, where a variant removes the self-attention block. It shows that ‘Ours’
gets about 2 ∼ 3% higher accuracy on Rank-1/mAP under both settings, which
clearly suggests the benefit of the proposed CESD module on LTCC Re-ID by
explicitly disentangling and eliminating the cloth-relevant features. Considering
the features from the last two blocks of ResNet-50 are deep features, which are
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more relevant to the specific task, we then evaluate the effect of different num-
ber of CESD modules. From Tab. 3, we can conclude that inserting one CESD
module after res3 and res4 blocks individually is better than ‘Ours w/ single
CESD’, which achieves around 2 points higher on Rank-1 and mAP. It further
demonstrates the effectiveness of our CESD module.
Visualization of features learned from CESD. As described in Sec. 4, our
CESD module can disentangle the input feature into two spaces, the identity-
relevant and the cloth-relevant. To verify our motivation and better understand
its objective, we visualize the learned features from the last CESD module using
t-SNE [52]. Specifically, we randomly select images of five identities in the testing
set, and each of them appeared in more than one outfits. We can observe that
(1) with the overview of Fig. 5, the samples with the same identity are clustered
using identity-relevant feature f+, and the distances between images which have
similar appearances are closer than those with large clothing discrepancy based
on the cloth-relevant feature f−. (2) As for Fig. 5 (b), images with warm color
appearances are clustered at the top of feature space, and those with cold color
are centered at the lower right corner. For example, the girl wearing a khaki
dress (blue circle) has more similar appearance feature f− to the boy with pink
shorts (pink circle), and images at the bottom of the space are clustered due
to wearing similar dark clothes. (3) In the identity-relevant feature space of
Fig. 5 (a), identities denoted by blue, yellow and purple have smaller intra-class
distances comparing with the distances in the cloth-relevant space in (b). (4)
Interestingly, there is a special case denoted by a yellow inverted triangle in
both spaces. His body shape is similar to the pink one, so in (a) he is aggregated
closer to the pink cluster. Meanwhile, he, wearing black pants and dark shorts
(affected by illumination), is surrounded by the images having dark clothes in
(b). In conclusion, our model can successfully disentangle the identity-relevant
features with the cloth-relevant features.

6 Conclusion

In this paper, to study the Re-ID problem under more realistic conditions, we
focus on Long-Term Cloth-Changing (LTCC) Re-ID, and introduce a new large-
scale LTCC Dataset, which has no cloth-consistency constraint. LTCC has 152
identities with 478 different clothes of 17,128 images from 12 cameras, and among
them, there are 91 persons showing clothing changes. To further solve the prob-
lem of dramatic appearance changes, we propose a task-driven method, which
can learn identity-sensitive and cloth-insensitive representations. We utilize the
relation between the human keypoints to extract biological structural features
and apply attention mechanism to disentangle the identity-relevant features from
clothing-related information. The effectiveness of proposed method is validated
through extensive experiments.
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