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Abstract. Reliable and real-time semantic segmentation is crucial for
vision-based navigation tasks undertaken by AUVs (Autonomous Un-
derwater Vehicles). However state-of-art deep learning segmentation net-
works could not be deployed on embedded devices with limited onboard
resources, due to the required high computation capacity and the lack
of capability to deal with poor underwater image quality. In this work
we present a new deep underwater segmentation network, featured by a
compact encoder and a lightweight decoder. We use only one step up-
sampling block to recover features maps from the encoder to significantly
speed up the inference time. Furthermore, we adopt three strategies to
improve the network accuracy. Firstly, in parallel with the main decoder
path, we introduce a branch path to extract additional low-level features.
Secondly, we use position attention module to enhance the high-level se-
mantic information and use channel attention module to introduce extra
global context as well as refine the inter-dependencies of each features.
Thirdly, we proposed to use two additional auxiliary loss and smooth
loss functions to better train the network, such that it will be more ro-
bust in segmenting images at varying resolutions and generating smooth
boundaries. We validate our network accuracy on two different under-
water segmentation datasets, a generalistic and a specialist one, and
our model achieves the same level of accuracy of state-of-art networks.
We also tested the network speed on different embedded platforms, and
we showed it reaches real-time inference speed on both Nvidia Jetson
GPU platforms TX2 and Nano, with respectively around 24 and 18 FPS
(Frame Per Second). The proposed network inference is up to 27 times
faster than other considered networks. Its high accuracy and speed will
so pave the way for its deployment and application on AUVs systems.

1 Introduction

In the past years, Autonomous underwater vehicles (AUVs) have been developed
to autonomously carry out various missions in the underwater environment,
which would be otherwise too expensive and dangerous for the human labor.
These range from wreckage search and localization, to marine science, and envi-
ronmental protection. To be autonomous, those AUVs need similar abilities of
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Fig. 1. Examples of underwater semantic segmentation. The first row presents the un-
derwater images and the second row presents their corresponding segmentation ground
truth. The first three columns from the left are related to the seagrasses segmenta-
tion task [1] while the others comes from SUIM dataset [2] for general underwater
segmentation task.

UGVs (Unmanned Ground Vehicles) or UAVs (Unmanned Aerial vehicles), for
example, free navigation, obstacle avoidance, semantic simultaneous localization
and mapping. Scene understanding is the key to support the above tasks and,
depending on water conditions, semantic segmentation driven by RGB imagery
of the underwater environment could provide it in a cheap, efficient and reliable
way. However underwater segmentation cannot be yet widely adopted on AUVs
due to that it is still challenging to run segmentation algorithms that are both
accurate and, due to computational capability constrains, still achieve real-time
inference on the AUVs embedded platforms.

In fact, on one side the underwater environment negatively affects the accu-
racy of semantic segmentation by continuously modifying the outlook and ap-
pearances of the same underwater biological entities or instances. Fig. 1 presents
six examples of underwater images and their corresponding segmentation ground
truth. Those images come with various color shift in the green or blue and dif-
ferent levels of haziness and illumination; those depend on the sea physical pa-
rameters, such as depth, salinity or temperature, the presence and activity of
biological entities, as plankton or algae, or density of dispersed particles. As in
the case of seagrasses at shallow depths, water mass flows given by underwater
currents or wave motion keep as well the underwater scenarios in continuous
motion. All those unavoidable effects exacerbate the challenge of underwater
segmentation.

On the hardware side, the AUVs have only the limited computational capa-
bilities of their GPU embedded platforms, such as Nvidia Jetson TX2 or Nvidia
Jetson Nano. On those deep learning-based segmentation methods, which achieve
real time state-of-art performance on desktop GPU, do not reach the same in-
ference speed. This speed loss could become a problem for AUVs navigation and
control system since it requires vision perceptions - such as object detection and
segmentation - to provide scene understanding information fast enough to make
real-time decisions for navigation. Given the slow motion of AUVs (2-3 m/s)
even during fast surveys, we consider a safe time delay threshold around 100ms.
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Fig. 2. This figure shows the FLOPs of ours and the other compared segmentation
networks (small is better), and their inference speed as frame per second (high is
better) on two different platforms. The solid symbols denote the speed test results on
Nvidia Jetson TX2, while the hollow symbols relate to the ones on the Nvidia Jetson
Nano. It shows that our proposed network is the fastest one with respect to other six
networks.

To address the above challenges, we present so a lightweight segmentation
neural network, which has a reduced number of parameters and FLOPs(floating
point operations) and achieves realtime inference speed. We use also multiple
segmentation predictions with different resolutions to help our proposed network
address the challenges of underwater images taken at disparate seafloor distances
with various resolutions. This approach helps also to optimize network training,
as well as to improve the segmentation accuracy. We evaluated the proposed
network on two datasets,the Seagrass [1] and SUIM [2] datesets, against which we
validated its accuracy, and measured its inference speed on two Nvidia embedded
platforms.

In summary, the main contributions of this work are:

1) we present a new segmentation network which can achieve high accu-
racy for underwater segmentation. In particular, we employ two additional loss
functions, a smooth loss and auxiliary loss, to help train the network reach
even higher accuracies. On both the Seagrass [1] and SUIM [2] datasets, our net-
work respectively reaches 89.74 and 51.87 mIoU (mean Intersection Over Union),
which are at the state-of-art level.

2) we design such network with a lightweight and well-designed decoder to
reduce its total computational demands. Our network has just 1.153M parame-
ters and 0.278G FLOPs which are respectively at least to 65% and 92% smaller
than the ones of the considered alternatives as showed in Fig. 2.

3) we showed then the modest computational needs of the proposed network
enable it to overcome the computational limitations of embedded platforms. Such
network reaches real-time inference with 24 and 18 FPS respectively on Nvidia
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Jetson TX2 and Nvidia Jetson Nano GPU platforms; those are respectively at
least 9.54x and 19.22x faster than the most accurate network, PSPNet [3].

The proposed network is so optimal for deployment on AUVS embedded
platforms for accurate and realtime segmentation inference.

2 Related Work

Underwater Segmentation Seagrass meadows coverage is a key index to
measure for evaluating the health status of the marine ecological environment
[4]. To automatically measure it from benthic RGB images, [5], [6], and [7] de-
veloped patches classification based methods. Those split the whole benthic im-
ages into super-pixels and patches at first, then use traditional machine learning
methods, such as SVM (Support Vector Machine), to classify each patch and
obtain the segmentation. Those authors deployed their segmentation methods
on underwater robotics and AUVs where they tested their performances on em-
bedded devices. However, these method cannot achieve the realtime inference,
and had weak segmentation accuracies. A few authors, [8], [9] and [10], proposed
instead end2end deep learning segmentation networks to attain high accuracies
on seagrass region detection and segmentation. [11] developed a fast seagrass seg-
mentation network running on GPU Desktop platform and, as well as, compared
the existing state-of-art methods against a public seagrass dataset [1]. Instead,
for general underwater segmentation on various semantic classes, [2] presented
a light-end segmentation network and published its companion generalist un-
derwater segmentation dataset, the SUIM dataset. Our proposed network is an
end2end deep learning network optimised for embedded GPU platforms.

Semantic Segmentation Network Although current state-of-art segmenta-
tion networks have been originally proposed for medical image analysis, driver-
less cars or other surface applications, those successful networks could be applied
as well to underwater segmentation tasks. The authors of [2] and [11] already
proved that segmentation networks such as U-Net [12], deeplab [13], SegNet [14],
PSPNet [3], FCN [15] can achieve excellent segmentation accuracy on different
underwater datasets, while [16], [17], [18], [19] and [20] proposed a fast infer-
ence segmentation networks for real time use on Desktop GPU, which could be
potentially deployed on AUVs while still achieve high accuracy.

Light weight encoder Classic Segmentation networks generally consist of
two parts, an encoder (or backbone) and a decoder. The encoder is used to
downsample the input image to low resolution to generate high-level features,
while the decoder is used to restore the resolution of feature maps to achieve
pixel-wise segmentation. To compress the segmentation network, it is a com-
mon strategy to adopt light weight convolutional networks as encoder, such as
MobileNet [21], EfficientNet [22], and ShuffleNet [23]. For example employing
MobileNet as backbone in PSPNet [3] or deeplab [13] can significantly reduce
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the inference FLOPs and accelerate its speed with respect to using ResNet [24]
as backbone. In our work, we utilize the mobilenet backbone [21] as encoder to
optimize computational demands.

Attention Modules Attention modules have been wildly used in convolution
neural networks. CAM (Channel Attention Modules), such as SENet (Squeeze
Excitation Network) [25], CBAM (Convolutional Block Attention Module) [26],
and SKNet (Selective Kernal Network) [27] can generate channel-wise weight
to demarcate the feature maps across channel. In particular, CAM can enhance
the essential and important feature maps to let the network focus on learning
those. In our network we applied CAM to differentiate the inter-dependencies
of low-level features maps across its channel dimensions, and re-rank relative
importance of the features.

General position based attention (PAM) modules instead can generate in-
stead pixel-wise attention maps. Those have abundant high level and global
context information, which can significantly help to refine the segmentation pre-
diction. In particular, works such as the PAM of [28] and the non-local block
of [29] can generate position attention weights of one pixel to all other pixels.
However, even if non-local block and other modules can improve the segmen-
tation accuracy by introducing some global context, they will also increase the
network computational demands due to increased network complexity. For a
more efficient solution, it is possible to adopt other PAM structures such as GC-
Net(Global Context Network) [30], CCNet (Criss Cross Network) [31], and ANN
(Asymmetric Non-local Neural Network) [32], to improve segmentation accuracy
with global context awareness but with contained computational demands. In
our network we also employs PAM to generate high level context information at
the decoder level.

3 Owur Approach

We present a lightweight segmentation network which follows an encoder-decoder
architecture. Its overall architecture is shown in Fig. 3. The network encoder
can down sample the input images and generate different level feature maps,
while the decoder can recover the resolution of the feature maps and make the
pixel-wise segmentation prediction. Even if the proposed network can accept
input images of any resolution, we experimentally choose the input resolution
to be 320x256, as a balance between segmentation accuracy and computational
overhead.

3.1 Encoder

We utilize MobileNet V2 [21] as encoder, as the blue box shown in Fig 3, which is
an optimal network for mobile and embedded platforms. This encoder has a low
parameter number and FLOPs, allowing fast inference on embedded platforms.
In particular, the encoder down-samples the input image for five times (the
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Fig. 3. This figure shows the overall architecture of our proposed segmentation net-
work, which follows an encoder and decoder architecture. It has CAM (Channel Atten-
tion Module) to enhance the feature maps via channel-wise. It also has PAM (Position
Attention Module) to get the high-level context information associated with pixel-to-
pixel relationship. The two stages of segmentation prediction are shown as red arrows
in decoder. Numbers under the block name refers to the width, height and channels
number of output feature maps.

orange block in the encoder as shown in Fig 3), reducing the resolution by
half after each down sampling step. Those down sampling convolutions generate
also different resolution feature maps, from low-level to high-level features. We
feed the final feature maps into the decoder. Since the high-level features have,
in general, abundant context information, they can help improve the pixel-wise
accuracy of the decoder. Additionally, other low-level and low resolution features
can provide extra low-level information to the decoder for segmentation result
refining.

3.2 Decoder

As shown in Fig 3 in the red box, the decoder consists of two paths: the one
showed as starting with the PAM block, which is main path for the segmentation;
a side path, showed as starting with the CAM block, which helps to refine the
segmentation results. The main trunk quickly recovers the resolution of feature
maps for the segmentation prediction by implementing an 8x up-sample convo-
lution block at once. The PAM of the main trunk generates the pixel-to-pixel
relationship matrix which contains high level context information. Our position
attention module is based on the asymmetric pyramid non-local block of [32]
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which uses 1x1, 2x2; 4x4 and 8x8 sizes for the pyramid pooling output to gain
the spatial context information. After the PAM, the main trunk continue with an
8x up-sample block, quickly producing segmentation results just with three lay-
ers: this block starts with a 1x1 depth-wise convolution layer, followed by an 8x
bi-linear interpolate layer, and ends up with a 1x1 depth-wise convolution layer.
The efficient and quick resolution recovery achieved by the main trunk is the
key to speed up the full segmentation prediction. However, such high expansion
up-sampling inevitably leads to the loss of low level detail information.

To address such information loss, we adopt an additional parallel branch to
take the low-level information from the encoder to the decoder which can help
the main trunk generate precise pixel-wise segmentation. Such side branch starts
with a CAM, and the follows with a 2x up-sampling block and ends with another
CAM. The detailed structure of such channel attention module is shown within
the blue box in Fig. 3. We calculate the channel attention according to global
pooling and convolution. This method obtain the inter-dependencies of each
feature maps, and also capture the global semantic context. By doing so, the
CAM enriches the final inference with both the low-level detail information and
the high-level context information. Both main path and branch path generate
so the recovered 8x feature maps with respect to the encoder output.

To make the final segmentation prediction, we then concatenate both fea-
ture maps together and connect with an additional convolution layer and a 4x
bi-linear interpolate layer, which recovers the full resolution segmentation pre-
diction.

As presented, the proposed light decoder structure reduces the computa-
tional burden of the inference. This will speed up the segmentation inference on
the limited computational capabilities of embedded platforms, while keep the
accuracy performances.

3.3 Loss function

Our total loss function combines three different loss estimates, of which two are
based on weighted cross entropy (WCE). We define as the WCE(y,p) of the
network prediction p and its corresponding segmentation ground truth y as:

exp(p?)
2 exp(p9)> W

where the cross entropy calculation is based on the log softmax of the pre-
diction p, [ is the class weight, i is the pixel index and j is the class index. Both
p and y should have the same resolution with NV pixels.

WCE(y,p) Z —BY log (

Cross Entropy Loss Cross entropy loss [ is the main loss function used for
the segmentation network training and is defined as follows:

lee = WCE(GT, Seg(X)) (2)
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where GT is the ground truth label towards input X, and Seg(X) is the
segmentation prediction generated by the segmentation network.

Smooth Loss From Seg(X), we calculate the edge smooth loss as [33] to let the
network generate the smooth segmentation boundaries. Smooth loos is defined
as follows:

o, Seg(X)
Seg(X)

lsmooth =

( e_‘azXl +

auseg(X)‘ e~ 10,X] 3)
" Seg(X)

Auxiliary Loss As indicated in Fig. 3 with red arrows, the up-sampling blocks
generate two additional low-resolution segmentation predictions, which we use
to calculate two auxiliary losses for the network training. Their loss function is
defined as following:

l’L

auxr

=WCE(GT, Seg;(X)) (4)

where Seg;(X) is the i-th stage prediction of segmentation network.

Total loss We define so the total loss as weighted sum of the previous losses as
eq. (5):

2
loss =lce + Z /\Zuzltlzuz + Asmoothlsmooth (5)

where Agye and Agmootn are the weights of the respective loss functions.

4 Experiment

In this section, we evaluate our network on two different underwater segmenta-
tion datasets: Seagrass [1] and SUIM [2]. The experiments compare our proposed
method with six existing state-of-art segmentation approaches. The experiment
results validate the advantages of our proposed segmentation network with re-
spect to segmentation accuracies, network parameter numbers, computational
demands (FLOPs) and inference speeds.

4.1 Dataset

Seagrass Dataset The seagrass dataset proposed by [1] involves 12682 images
in total, which were taken by underwater cameras at different distances to the
sea floor. 6037 of them, taken within the Om to 6m range, have been labeled
with ground truth information by human experts. They indicated two possible
classes for each pixel: either 1 for seagrass meadows or 0 for the background.
The first column of Fig 4 presents six examples taken from the Seagrass dataset,
while the second column presents their ground truth. The first three row of these
seagrass examples refers to close range (Om - 2m) images, while the other three
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were taken at higher seafloor distances (2m - 6m). As shown in fig. 4, with the
increase of the distance to seafloor and seagrasses, the imaging conditions such as
luminosity, hue and haziness can rapidly change depending on water and weather
conditions. This make the seagrass images have varying visual patterns as, for
example, different colours, outlines and feature appearances. All this imaging
variability increases the challenges of seagrass segmentation.

SUIM Dataset [2] recently published the SUIM (Segmentation of Underwa-
ter Imagery) which is instead a more general underwater semantic segmentation
dataset. In this dataset, there are 1630 labelled images in total, which have eight
unbalanced classes for pixel-wise annotation: BW (background and waterbody,
31%), HD (human divers, 1.9%), PF (Aquatic plants and sea-grass, 2%), WR
(wrecks or ruins,7.3%), RO (robots, 0.3%), RI (reefs and invertebrates, 35.7%),
FV (fish and vertebrates, 7.8%), and SR (seafloor and rocks, 13.9%). The exam-
ple segmentation images and their annotations are shown in Fig. 5.

4.2 Implementation Details

To increase the data available for the network training, we combined several
different image processing methods: we randomly crop a 320x256 patch from
the original images (Crop); we rotate the images by a random angle from -20
to 20 degree (Rotation); we horizontally flip the image with 50% probability
(Flip). After the data augmentation processing, we normalize each image with
pre-calculated mean and variance. In experiments, we used PyTorch 1.5 [34] to
implement and train all the networks on a single Nvidia RTX 2080ti GPU, with
100 (500) epochs on Seagrass (SUIM) dataset with Adam optimizer [35]. The
batch size is set to 32 during training, momentum is 0.6 and weight decay is

0.001. Initial learning rate is 0.001, and we use linear schedule for the learning
rate decay, as (1 — %) *[Tinitial t0 update learning rate after each training
epoch.

4.3 Segmentation accuracy results

Segmentation Metrics We calculate mIoU (mean Intersection Over Union)
and F1 Score (F) to validate the network segmentation accuracy as in [2] and
[1]. These two metrics are defined as following equations:

1 |GT N Seg(X)|
I =
mloU Classes 2;8 |GT U Seg(X)| (6)
|GT N Seg(X)|
= 2%
7 C’lasses Z \GT| + |Seg(X)| “

where Classes refers to the total number of segmentation classes.
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Table 1. All networks comparison of the segmentation metrics on the Seagrasses
dataset

Range . Ours U-Net | SegNet | Deeplab | BiSeNetv2 | PSPNet | GCN
[12] | [14] [13] [36] 3] 37]

0-2m 88.63 | 87.73 | 83.92 88.05 88.34 88.98 | 87.77

93.93 | 93.42 | 91.22 93.61 93.77 94.14 193.45

9-6m 89.31 | 73.42 | 82.93 89.33 89.85 88.76 | 89.39

94.35 | 84.58 | 90.60 94.36 94.64 94.04 |94.39

a) Image b) GT c) Ours d) UNet e) SegNet  f) Deeplab  g) BiSeNetv2  h) PSPNet i) GCN

Fig. 4. Segmentation qualitative results on the Seagrass dataset. First three rows are
taken from Om to 2 m distance ranges and last three rows are taken from 2m to 6m
distance ranges. The red pixels on segmentation present seagrass and yellow pixels
present the seabed (background).

Seagrass Segmentation To compare the seagrass segmentation accuracy on
Seagrass dataset [1], we equally train all the networks with 100 epochs, using
the [.. loss only. As shown in Table 1 and Fig. 4, our network achieves the same
segmentation accuracy level of the others, in particular 88.63 mloU and 93.93
F, the second best accuracy over 0-2m range Seagrass dataset. Over the 2-6m
seafloor distance dataset, it achieves instead 89.31 mloU and 94.35 F, which is
the fifth best accuracy on such dataset. The gap between our proposed network
and the best accurate network is 0.35 mIoU on 0-2m range and 0.54 mlIoU on 2-
6m range. However, the ablation experiments of the end of this section will show
that our networks can also be improved and achieve the 2nd best accuracy on
2-6m range dataset when trained with the two additional proposed loss functions.

SUIM Segmentation For a more general evaluation, we also trained the net-
works on the SUIM dataset [2] with 500 epochs, and compared their segmenta-
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tion accuracies. For fairness, our network was initially trained with only the ..
Fig. 5 and Table 2 present the segmentation results on such dataset.

In general the estimated segmentation accuracies are smaller than the ones
obtained on the Seagrass dataset, which means the generalist underwater seg-
mentation is a much more challenging task. On the SUIM dataset, our network
achieves 50.60 mloU and 66.14 F, which is the 4th best accuracy when com-
pared with all other networks. However, the mloU gap between ours and the
2nd best network is just 2.08%; as we will show in the next section, this gap
can be reduced to less than 0.8% by including the two additional loss functions
for training. Yet, on the total 8 segmentation classes of this dataset, our net-
work achieves the highest miou on the BW (background and waterbody) and
SR (seafloor and rocks) classes.

Ablation Experiment As we mentioned earlier, we investigated as well the
effects of our proposed two additional loss functions on the segmentation accura-
cies. We trained all networks with same epoch number but considered different
combinations of loss functions for the two datasets. The combinations of these
loss functions and results are reported in Table 3. We experimentally set AL, . to
0.0001, A2, t0 0.001 and Agymoeetn to 0.01. As shown in Table 3 and Fig. 6, using
either additional l,,; Or lgmeotsn, improves the segmentation accuracy on both
Seagrass and SUIM dataset. On the seagrass dataset, the mloU increases from
88.63 up to 88.96 on 0-2m range images, and from 89.31 to 89.74 on 2-6m range
images. On SUIM, such improvement is stronger: just using only l,,, loss, our
network mloU increases from 50.6 to 51.87. With the accuracy gains given by

AW AR
[ 1aEH

a) Image b) GT c) Ours d) UNet e) SegNet  f) Deeplab g) BiSeNetv2  h) PSPNet i) GCN

Fig. 5. Segmentation qualitative results on the SUIM dataset. The first column shows
the test images and the second cloumn shows segmentation ground-truth. The third
columns presents the segmentation prediction generated by our proposed network while
the other columns refer to the results given by other networks.
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Table 2. All networks comparison of the segmentation metrics on the SUIM dataset

U-Net | SegNet | Deeplab | BiSeNetv2 | PSPNet | GCN

Ows | g | 4 | (3] 36 3 | [37)
BW | 84.62 | 79.46 80.63 81.82 83.67 82.51 79.32
HD 52.99 | 32.24 45.69 50.26 59.29 65.06 38.57
PF 11.46 | 21.86 17.45 17.06 11.27 28.54 15.09
WR |41.84 | 33.94 32.24 43.32 39.58 46.55 30.38
RO |49.67 | 23.66 55.74 63.63 56.54 62.88 54.25
RI 53.70 | 50.30 47.60 57.15 58.16 55.81 49.94
FV | 4598 | 38.15 43.93 43.60 56.00 46.75 36.09
SR 60.30 | 42.16 51.50 55.34 56.93 55.98 52.02
mloU | 50.60 | 39.85 46.85 51.52 52.68 55.51 44.46
F 66.14 | 57.10 62.61 68.35 68.58 71.75 61.43

these two additional loss functions, our networks reaches the 2nd best accuracy
on Seagrass dataset and 3nd best accuracy on SUIM dataset.

Table 3. Results from the ablation experiment evaluating the effect of different loss
functions on our network mloU

[y ! " Seagrass Seagrass SUIM
ce | ranE | emeett 1 om-2m mloU | 2m-6m mloU | mIoU
v 88.63 89.31 50.60
V|V 88.93 89.40 51.87
v v 88.66 89.54 50.87
V| v v 88.96 89.74 50.79

4.4 Computational need and speed results

Of all the networks, we measured the FLOPs with respect to a single input image
of 320x256 resolution, and the total parameter numbers. The FLOPs estimate
directly measures the total computational overhead of network inference, which
is inversely proportional to inference speed. We timed so also the inference speeds
of the networks on the GPUs of two different embedded platforms, an Nvidia
Jetson TX2 and Nvidia Jetson Nano. Table 4 presents the measurement results.

We found that our proposed network has less parameters and FLOPs than
all other networks. Our network has just 1.153M parameters and 0.278G FLOPs
which are respectively at least 65% and 92% smaller than the ones of the con-
sidered alternatives as showed in Fig. 4. Thanks to this, can execute the seg-
mentation inferences with the highest FPS. By averaging over 100 inferences,
our proposed network achieves 23.95 FPS and 18.04 FPS respectively on the
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Fig. 6. The results of ablation experiment. Column a) presents test image samples and
b) their corresponding ground truth; column c) shows the segmentation results by our
network trained with lc. only, d) with lce and lgue only, and e) with lce and lsmooth
only. The last column shows the segmentation results by our network trained with all
the three loss functions.

TX2 and Nano. As comparison, our network inference is, on average, 1.255 and
2.43 times faster than bisenetv2 (2nd fastest network), and 13.9 and 27.37 times
faster than SegNet (the slowest one) respectively on the TX2 and Nano. Fur-
thermore, we observed that with respect to PSPNet, which is the most accurate
network on the SUIM dataset and on the Seagrasses dataset on the 0-2m range,
our network is 9.5 and 19 times faster on the Nvidia Jetson TX2 and Nano.

On the Nvidia TX2 and, in particular, on the Nano these measurements show
that the existing networks, although they achieve high accuracy on underwater
segmentation tasks, they are not optimal to be deployed on AUVs for real-time
use. Our proposed network instead reaches high accuracies without compromis-
ing on inference speed.

Table 4. All network comparison of total parameter number, FLOPs and inference
speed achieved on two Nvidia Jetson GPU embedded platforms

U-Net | SegNet | Deeplab | BiSeNetv2 | PSPNet | GCN

Ous | 9] | [ | (13 136 3| B

Params (M) 1.153 | 14.396 | 28.442 5.813 3.347 27.501 | 23.952
FLOPs (GMACS) 0.278 | 38.793 | 61.390 8.278 3.830 49.782 7.087
FPS | TX2 23.95 | 2.297 1.723 10.52 19.07 2.509 7.224
GPU | NANO 18.07 0.89 0.66 4.63 7.42 0.94 2.96
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5 Conclusion

In this paper, we present a lightweight underwater segmentation network well
suited for deployment on the embedded platforms of AUVs. On two datasets, the
generalist SUIM dataset and the specialist Seagrasses dataset, we showed that
the new proposed network achieves the same accuracy level of other six state-
of-art segmentation networks. We proposed also two additional loss functions to
help further our network training and we demonstrated that they let it reach
even higher segmentation accuracies. Our network attains 51.87 mIoU (3rd best)
on the generalist dataset SUIM and 89.74 mIoU (2nd best) on 2-6m range Sea-
grass dataset. Anyhow, given a light encoder with mobilenet and simple decoder
with single step resolution recovery, the proposed network is characterized by a
much smaller parameter number and requires much less FLOPs than the other
considered segmentation networks. Our network has at least 65% less parameter
number and 92% less FLOPs than the ones of the considered alternatives. Con-
trary to those, it is so much less limited by the computational constrains of the
embedded platform and achieves faster inferences. The speed tests shows in fact
that the reduced computational requirements of our network allow it to attain
much higher FPS than the others segmentation network on different Nvidia em-
bedded platforms; for example it reaches up to 24 FPS on Nvidia Jetson TX2
which is 14 times faster than SegNet. The advantages of such fast inference speed
and high segmentation accuracy make so our segmentation network optimal for
deployment and real-time use on the embedded platforms of AUVs.
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