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In this supplemental material, we provide an additional experimental result
in terms of demographic parity. We also present the details of the architectures
for the proposed classification networks.

1 Additional Experiment: Demographic Parity

Demographic Parity is one of the fairness definitions, which requires the equal
rates of the positive outcome between different protected attribute groups [1].
Formally, all the protected attribute groups have the same positive outcome
rates for the target attribute as follows:

P(Ŷ = 1|p = 0) = P(Ŷ = 1|p = 1), (1)

where p, and Ŷ ∈ {0, 1} denote the protected attribute and the prediction.

For the quantitative evaluation, we measure the Demographic Parity (DP )
defined as follows:

DP = |PRp=0 − PRp=1|, (2)

where PR and p denote Positive Rate (PR) and a binary protected attribute
respectively.

Table 1. DP for attractiveness classification. Lower is better.

Methods
Positive Rate

DP
Young=0 Young=1

ResNet-18 [2] 19.82 72.1 52.28
AdvDe [3] 27.76 72.75 42.9
PALL [4, 5] 20.21 63.11 44.99
Ours 38.43 81.23 42.8
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Table. 1 shows the results of on CelebA dataset when the target attribute
and protected attribute are set to Attractiveness and Young. Compare to other
models, we achieve the fairest (the lowest DP ) result.

2 Network Details

We present architectures of the protected attribute and target attribute classi-
fiers as shown in Table. 2 and Table. 3.

Table 2. Architecture configurations for the Protected Attribute Classifier.

Layer Name Layers Output Size

conv1 7× 7, 64, stride = 2 64× 32× 32

Max Pool 3× 3, stride = 2 64× 32× 16

Res-block1

[
3× 3, 64
3× 3, 64

]
× 2 64× 32× 16

Res-block2

[
3× 3, 128
3× 3, 128

]
× 2 128× 8× 8

Res-block3

[
3× 3, 256
3× 3, 256

]
× 2 256× 4× 4

Res-block4

[
3× 3, 512
3× 3, 512

]
× 2 512× 2× 2

Average Pool 32× 3× 2 512× 1× 1

Flatten 512

Fully Connected 1-1, 1-2, 1-3 512× 100 100
Fully Connected 2-1, 2-2, 2-3 100× 100 100

Fully Connected 3-1 (Gender) 100× 2 2
Fully Connected 3-2 (Age) 100× 6 6
Fully Connected 3-3 (Race) 100× 5 5
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Table 3. Architecture configurations for the Target Attribute Classifier.

Layer Name Layers Output Size

conv1 7× 7, 64, stride = 2 64× 32× 32

Max Pool 3× 3, stride = 2 64× 32× 16

Res-block1

[
3× 3, 64
3× 3, 64

]
× 2 64× 32× 16

Res-block2

[
3× 3, 128
3× 3, 128

]
× 2 128× 8× 8

Res-block3

[
3× 3, 256
3× 3, 256

]
× 2 256× 4× 4

Res-block4

[
3× 3, 512
3× 3, 512

]
× 2 512× 2× 2

Average Pool 32× 3× 2 512× 1× 1

Flatten 512

Fully Connected 1 512× 100 100
Fully Connected 2 100× 100 100

Fully Connected 3 100× 2 2
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