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This document provides supplementary material mentioned in the main paper.

It contains three parts:

• Sec. A provides the location of our non-local attention blocks.
• Sec. B compares our contrastive attention loss (Lca) and its variant: Lca

with normalized temperature-scaled cross-entropy (NT-Xent).
• Sec. C shows more visual results of our method.

A Location of our non-local attention block

We build the proposed method upon three CNN backbones: VGG16 [1], Incep-
tionV3 [2], ResNet50 [3]. We insert three non-local attention blocks at different
locations for each backbone. For VGG16 [1], our non-local attention blocks are in-
serted after conv 5 3, pool 4 and pool 3 layers. For InceptionV3 [2], mixed 5d,
mixed 6e and mixed A3 2b are chosen. For ResNet50 [3], first residual block of
layer3, first block and last block of layer4 are chosen.

B NT-Xent for contrastive attention loss

NT-Xent for contrastive attention loss compares our contrastive attention loss
(Lca) and its variant: Lca with normalized temperature-scaled cross-entropy
(NT-Xent) [4, 5]. We simply replace Eq. 3 of the main paper with NT-Xent loss.
We extract three in-sample masked features (Idfg, Ifg and Ibg) and calculate
NT-Xent as

L̃ca = − log(
exp(B8<(Idfg, Ifg)/g)

exp(B8<(Idfg, Ifg)/g)) + exp(B8<(Idfg, Ibg)/g)
) (1)

where sim is the cosine similarity between two features and g denotes a temper-
ature parameter, which is set to 0.07.

Table 1 compares MaxBoxAccV2 [6] of the baseline [7], ours, and the NT-Xent
variant. The NT-Xent variant improves the performance in all extents compared
to baseline [7]. However, it is slightly inferior to ours in IoU 0.7.
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Table 1. Effect of NT-Xent [4, 5] on our contrastive attention loss upon ResNet50 [3]
on CUB-200-2011 [8]. The mean column is for the average of the three IoU thresholds
0.3, 0.5, and 0.7.

Methods
MaxBoxAccV2@IoU (%)

0.3 0.5 0.7 Mean

Baseline [7] 91.82 64.78 18.43 58.34
Ours (full) w NT-Xent 96.70 73.55 20.03 63.43
Ours (full) w triplet 96.18 72.79 20.64 63.20

C Additional qualitative results

We show additional qualitative results of our method on CUB-200-2011 [8] and
ImageNet [9]. Fig. 1 illustrates activation maps and estimated bounding boxes
at the optimal activation threshold. Our method not only spreads out to the less
discriminative parts but also restrains the activations in the object regions.

ImageNet [9]

CUB-200-2011 [8]

Fig. 1. Qualitative examples of activation map and localization produced by our model
on the ImageNet [9] and CUB-200-2011 [8] test split. The red boxes are the ground-
truth and the green boxes are the predicted ones. The activation map is colored in
heatmap scale (red: high, blue: low). Best viewed in color.
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