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This supplementary material provides additional qualitative results, gradient
analysis for the proposed loss function and validation experiments for the hyper-
parameters.

Fig. 1. More qualitative results for generalized ASD. Yellow, blue and pink boxes
represent seen, few-shot and unseen objects, respectively. The proposed approach can
detect classes from all the three categories.
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0.1 0.2 0.3 0.4 0.5 0.7 0.9 1.0

0.5 30.90 30.22 28.70 26.92 24.84 22.53 17.23 0.23

1 29.70 28.82 29.25 28.06 26.96 23.73 16.83 0.24

2 30.04 29.78 29.07 29.93 27.05 23.99 18.42 0.13

5 31.54 31.54 30.50 29.52 27.64 25.83 17.14 0.26

Table 1. Validation studies with 5-shot detection performance

1 Qualitative Results

In Fig. 1, we show additional qualitative results of our approach on the ASD
task. All visual results are generated with a single ASD model that can detect
seen, unseen and few-shot classes, simultaneously.

2 Gradient analysis

In this section, we derive the gradients of our proposed loss w.r.t p. For simplicity,
we only focus on the predictions corresponding to the ground-truth class. We
show the gradient curve in Fig. 4(d) of the main paper.
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3 Validation Set Experiments

Note that α, β, γ and λ are the hyper-parameter of our model. Among them, α
and γ are focal loss hyper-parameter. Thus, we fix the recommended value of
α = 0.25 and γ = 2 as per the original RetinaNet model [1]. β and λ are the
hyper-parameters proposed in our loss formulation. Therefore, we validate β and
λ by further splitting 65 seen classes into 55 seen and 10 novel classes to create a
validation set. Then, we perform a 5-shot detection task on this validation split.
We report the validation results in Table 1. From our validation study, we select
β = 5 and λ = 0.1 and use this value in all of our experiments.
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