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More detection analysis

Fig 1 and Fig 2 demonstrate the visualization of false detection composition and performance for non-distilled and distilled
student model of Tiny-YOLO distilled by Darknet53 teacher network with the analysis tool [1].
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Figure 1: Analysis of detection for Tiny-YOLO distilled with Darknet53 and non-distilled Tiny-YOLO on the Pascal VOC 2007
dataset. Correct fraction of detections (Cor), false positives due to poor localization (Loc), confusion with similar objects (Sim),
confusion with other objects (Oth) and error in background (BG).

The observation for three sub-set of object categories (animals, vehicles and furniture) is show in Fig 1, which demonstrates
that our algorithm can help the student network to improve recall signicantly, and effectively reduce false detections, especially
for the error in BG. Besides, the false detection composition reveals that our algorithm not only promotes the localization ability
(Loc) of the student network, but also reduces the errors in background (BG) as well as the confusion in the similar category
(Sim) and other category (Oth). In Fig 2, the x-axis from left to right reflects detection outputs of high to low confidence.

*Dongchao Wen is corresponding author.



Obviously, for these three object categories, the detection performance of distilled student network has been improved and their
recalls are also increased, especially for furniture category.
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Figure 2: Performance for distilled and non-distilled detector on vehicles, animals, and furniture for Tiny-YOLO based student
on Pascal VOC 2007 dataset. Line plots show recall as the number of detections increases, where dashed and solid red line are
based on weak criteria (0.1 jaccard overlap) and strong criteria (0.5 jaccard overlap) respectively.

Table 1: Class-wise performance comparison on Pascal VOC 2007 test dataset by using Darknet53, Resnet50 to distill Tiny-
YOLO, Resnetl8 and MobileNetV2 respectively (mAP, %). -D means that the student network distilled with the teacher network
based on our FSGD algorithm.

Model mAP aero bike bird boat bottle bus car cat chair cow table dog horse mbike person plant sheep sofa train tv
TinyYOLO  57.1 65.3 704 433 38.1 21.8 65.1 69.0 69.8 34.7 56.0 56.7 66.0 77.5 743 658 29.4 53.7 55.7 68.8 60.7
TinyYOLO-D 61.3 67.9 74.1 51.0 483 27.6 72.4 73.6 74.1 40.4 564 60.6 67.7 77.5 747 68.6 332 548 64.4 72.7 65.6
(Resnet50) 142 42.643.7 +7.7 +102 +5.8 +7.3 +4.6 +4.3 +57 +04 +3.9 +1.7 0.0 +04 +28 +3.8 +1.1 +8.7 +3.9 +4.9
TinyYOLO-D 65.7 69.3 77.8 57.3 51.9 30.7 75.6 75.8 80.5 432 61.3 68.5 75.1 83.0 77.6 71.0 36.1 63.8 69.6 76.7 68.4
(Darknet50) 48 6 4+4.0 +7.4 +14.0 +13.8 +8.9 +10.5 +6.8 +10.7 +8.5 +5.3 +11.8 49.1 +5.5 +3.3 +52 +6.7 +10.1 +13.9 +7.9 +7.7
MobileNetV2 68.6 73.1 77.9 63.1 554 39.9 79.0 80.6 81.0 49.5 67.2 69.8 72.8 83.4 802 74.8 39.5 63.1 69.9 80.3 71.3

MobileNetV2-D 70.1 70.9 80.5 65.4 58.5 42.7 78.7 81.8 852 523 67.6 68.8 75.1 84.1 81.1 764 423 659 71.9 82.0 71.2
(Resnet50) 15 22 42,6 +2.3 +3.1 +2.8 -03 +1.2 +42 +2.8 +0.4 -1.0 +2.3 +0.7 +0.9 +1.6 +2.8 +2.8 +2.0 +1.7 0.1
MobileNetV2-D 71.4 73.4 80.1 68.2 59.6 42.4 78.5 81.8 85.8 52.1 70.4 67.7 79.9 852 823 757 448 68.5 76.5 82.8 72.3
(Darknet53) 158 +0.3+2.2 +5.1 +4.2 +2.5 -0.5 +1.2 +4.8 +2.6 +3.2 2.1 +7.1 +1.8 +2.1 +0.9 +53 +5.4 +6.6 +2.5+1.0

Resnetl8  69.2 69.3 79.7 66.2 54.8 41.9 77.9 79.8 84.6 48.5 66.3 67.6 79.2 82.3 79.9 75.7 429 68.5 71.6 77.6 69.5
Resnet18-D  71.0 73.9 80.9 67.0 58.0 44.3 79.9 823 85.7 52.0 66.5 70.2 78.0 83.9 81.7 769 435 66.4 72.9 83.6 72.7
(Resnet50) 118 +4.6+1.2 +0.8 +3.2 +2.4 +2.0 +2.5 +1.1 +3.5 402 +2.6 -12 +1.6 +1.8 +1.2 +0.6 2.1 +1.3 +6.0 +3.2
Resnet]8-D  73.5 75.7 80.9 71.9 63.1 43.7 82.6 83.7 84.7 55.6 72.1 73.4 82.6 854 82.6 774 47.0 73.3 78.1 84.4 72.6
(Darknet53) 443 464 +12 +5.7 +83 +1.8 +4.7 +3.9 +0.1 +7.1 +5.8 +5.8 +3.4 +3.1 +2.7 +1.7 +4.1 +4.8 +6.5 +6.8 +3.1




Class-wise performance analysis

Table 1 shows the class-wise performance details on Pascal VOC 2007 dataset by using Darknet53 and Resnet50 to distill Tiny-
YOLO, Resnet18 and MobileNetV2 respectively. These lightweight student networks get significant improvement in most of
categories, especially for the Tiny-YOLO-D (Darknet53) and Resnet18-D (Darknet53), these two distilled models get fully
improvement in all categories and have respectively 8.56% and 4.35% absolute gains in mAP.
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