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We organise our supplementary materials as follows. In Section 1, we pro-
vide more details about our MGA-Net. In Section 2, we draw a discussion on
simple REF tasks and conduct experiments on RefCOCO [1], RefCOCO+ [1]
and RefCOCOg [2] datasets. In Section 3, we provide implementation details of
our MGA-Net. In Section 4, we show more visualisation examples on CLEVR-
Ref+ [3] and GQA [4] to demonstrate the effectiveness of our method.

Algorithm 1 Training details of MGA-Net.

Require: Training data {Ik, rk,yk}
K
k=1, the number of updating steps T in GGNNs,

the number of training iterations D

1: for d = 1, . . . , D do
2: // Language Attention Network, type ∈ {att, loc, rel vis, rel loc}
3: Calculate the word attention values

{
atype
l

}L
l=1

using Eq. (1).

4: Obtain the query representations stype using Eq. (2).
5: // Object Attention Network, obj ∈ {att, loc}
6: Calculate the object attention values

{
ao,obj
i

}N

i=1
using Eq. (3).

7: Obtain the object representation x̂obj
i using Eq. (4).

8: // Relational Inference Network, rel ∈ {rel vis, rel loc}
9: Construct a relational graph G= {V, E} using Eqs. (5) and (6).

10: for t = 1, . . . , T do
11: Obtain the object representation x̂rel

i through GGNNs using Eq. (7).
12: end for
13: Calculate the matching scores ptypei between stype and x̂type

i using Eq. (10).
14: Obtain the final scores p using Eq. (12).
15: Update MGA-Net by minimising the loss in Eq. (13).
16: end for
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1 More details about MGA-Net

The details of our proposed MGA-Net are shown in Algorithm 1. We first decom-
pose the input query rk into four types (type ∈ {att, loc, rel vis, rel loc}) and
obtain the language representations stype. For each object in the input image
Ik, we calculate the object attention value and obtain the object representation
x̂obj
i under the guidance of satt and sloc. Then, we construct a relational graph

and obtain the object representation x̂rel
i via Gated Graph Neural Networks

(GGNNs) [5] guided by srel vis and srel loc. Last, the final score p is obtained by
matching the object representations with the language representations. To train
the model, we use the Adam optimiser to minimise the loss.

2 Discussions on Simple REF Tasks

In this paper, we focus on complex visual relational reasoning tasks. In particular,
we consider complex queries which require multi-steps reasoning over a chain of
visual attributes and relationships.

In some cases, however, the data may contain only short and simple queries.
For example, for RefCOCO [1], more than 90% of queries contain fewer than 6
words. In this case, the complex relational reasoning is not necessary and may
not significantly boost the performance [9]. Nevertheless, it is still interesting to
investigate whether our method could help with simple tasks. To this end, we
conduct experiments on RefCOCO, RefCOCO+ and RefCOCOg datasets and
report the results in Table 1.

From these results in Table 1, compared with the state-of-the-art methods,
our MGA-Net performs worse. As discussed in [9], many of the queries in Ref-
COCO [1,2] datasets do not require resolving relations. However, our MGA-Net
performs relational reasoning step-by-step, and thus introducing some useless
even noisy information, which affects the performance of our MGA-Net on Re-
fCOCO datasets. It is worth mentioning that in real-world applications, we are
facing more complex and challenging reasoning tasks rather than simple and toy
ones. Note that our MGA-Net is orthogonal with previous referring expression
models and we leave it as further works to combine them together to solve both
short and long reasoning expressions.

RefCOCO RefCOCO+ RefCOCOg

feature val testA testB val testA testB val test

MAttNet [6] resnet101 85.65 85.26 84.57 71.01 75.13 66.17 78.10 78.12
DGA [7] resnet101 86.34 86.64 84.79 73.56 78.31 68.15 80.21 80.26
CMRIN [8] resnet101 86.99 87.63 84.73 75.52 80.93 68.99 80.45 80.66
MGA-Net resnet101 84.59 84.60 83.81 72.68 74.89 68.73 76.84 77.07

Table 1. Comparison with state-of-the-art methods on RefCOCO, RefCOCO+ and
RefCOCOg when ground-truth bounding boxes are used. The best performing method
is marked in bold.
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3 Implementation Details

On CLEVR-Ref+ and CLEVR-CoGenT, we follow the settings in [9] and obtain
the feature of each object by using ResNet101 [10] pre-trained on ImageNet [11].
To train our model, we use Adam [12] with a learning rate 1e-4. We evaluate
our methods in two settings: (i) bounding boxes detected by Mask-RCNN [13];4

(ii) ground truth bounding boxes. On GQA, we use the 2048-dimensional visual
features of objects provided by the dataset and encode the queries using GloVe
word embedding [14]. During training, we use Adam with the learning rate 1e-3.
For all datasets, the batch size is 30, which means that we feed 30 images and
all the queries associated with these images to the network for each training
iteration. The updating step of GGNNs is set to 3. Following [15], we set the
dimensions of the final language representations and object representations to
512. We implement our method based on PyTorch [16].

4 More visualisation examples

To demonstrate the effectiveness of our MGA-Net, we show more visualisation
examples on GQA and CLEVR-Ref+. Specifically, given a query and an image
with candidate bounding boxes, our MGA-Net selects the most relevant object
from the candidates. As shown in Figs. A and B, our method obtains the object
related to the answer (on GQA) or the referent (on CLEVR-Ref+) correctly.

In addition, we also show some failure cases of our MGA-Net on CLEVR-
Ref+. As shown in Fig. C, our method makes wrong predictions. The main
reason may lie in that the complex relational reasoning is not necessary for the
short and simple referring expressions.

Question: What is the person that is to the right of the motorbike wearing?

0.85

Question: What is the piece of furniture that is to the right of the candle in the 

center called?

0.61

Question: What is the name of the piece of furniture that is made of the same 

material as the chair on the right?

0.99

Question: What is the cutting board to the right of the bowl standing on top of?

0.95

Fig.A. Visualisation examples of our MGA-Net on GQA. With the inputs of a question
and an image (on the left), we obtain the object with the highest matching score (on the
right). The object in the red bounding box is the prediction, while the blue bounding
box corresponds to the ground truth.

4 We take the pre-trained Mask-RCNN from https://github.com/kexinyi/ns-vqa
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Referring expression: Look at large cylinder that is on the right side of the tiny metallic 

object that is on the right side of the second one of the cyan object(s) from fleft; The fourth 

one of the metallic thing(s) from left that are left of it

0.99

Referring expression: The things that are either the first one of the big thing(s) from right 

that are right of the fourth one of the big object(s) from right or the second one of the big 

object(s) from left that are on the right side of the fifth one of the object(s) from left

0.99

Referring expression: The objects that are either the second one of the small metal thing(s) 

from left that are left of the third one of the sphere(s) from front or the first one of the 

metal thing(s) from left that are to the right of the first one of the shiny thing(s) from left

0.99

Referring expression: The things that are the second one of the object(s) from right that 

are on the left side of the third one of the block(s) from left or the third one of the tiny 

rubber sphere(s) from front that are in front of the sixth one of the object(s) from right

0.99

Referring expression: The things that are the fifth one of the cylinder(s) from right that are 

on the left side of the first one of the thing(s) from right or the second one of the small metal 

thing(s) from front that are on the right side of the third one of the cylinder(s) from front

0.99

Referring expression: The things that are the seventh one of the object(s) from left that are 

to the right of the first one of the object(s) from left or the second one of the small object(s) 

from right that are right of the nineth one of the object(s) from right

0.99

Fig. B. Visualisation examples of our MGA-Net on CLEVR-Ref+. With the inputs of
a referring expression and an image (on the left), we obtain the object with the highest
matching score (on the right). The object in the red bounding box is the prediction,
while the blue bounding box corresponds to the ground truth.

0.97

Referring expression: The third one of the sphere(s) from front

0.99

0.64

Referring expression: The fifth one of the small thing(s) from right

Referring expression: The fifth one of the metal thing(s) from front

0.86

Referring expression: The fifth one of the tiny object(s) from right

Fig. C. Some failure cases of MGA-Net on CLEVR-Ref+. With the inputs of a referring
expression and an image (on the left), we obtain the object with the highest matching
score (on the right). The object in the red bounding box is the prediction, while the
blue bounding box corresponds to the ground truth.
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