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Abstract. Recently, segmentation-based text detection methods are quite
popular in the scene text detection field, because of their superiority for
text instances with arbitrary shapes and extreme aspect ratios. However,
the vast majority of the existing segmentation-based methods are diffi-
cult to detect curved and dense text instances due to principle of these
methods. In this paper, we propose a novel text detection method named
BorderNet. The key idea of BorderNet is making full use of border-center
information to detect the curve and dense text. Furthermore, a efficient
Multi-Scale Feature Enhancement Module is proposed to improve the
scale and shape robustness by enhancing features of different scales adap-
tively. Our method outperforms SOTA on multiple datasets, achieving
89% accuracy on ICDAR2015 and 87.1% accuracy on Total-Text. What’s
more, we can maintain 84.5% accuracy on DAST1500.

1 Introduction

Scene texts often appear in a variety of application , and provide a wealth of
important information, such as intelligent office, visual search, scene understand-
ing, automatic driving and other application directions. Therefore, reading scene
text images is extremely important. Text detection that locates the text posi-
tion is a very important part of reading text. Scene text detection faces greater
challenges than general object detection owing to the extreme aspect ratio of
the text, irregular shapes, different scales and other factors.

Owing to the development of object detection and segmentation based on
deep learning in recent years, scene text detection has made great progress. Scene
text detection can be roughly divided into three categories: Regression-based
methods, Segmentation-based methods and Hybrid methods. Hybrid methods
merge the advantages of segmentation and regression so that they complement
each other. Regression-based methods and some hybrid methods can achieve
excellent performance on benchmark testsets. However, they have a huge bot-
tleneck which assume text instances have a linear shape. Hence, horizontal or
multi-oriented quadrilaterals are used to represent text boxes. In addition, their
performance in detecting text with irregular shapes such as curved and dense
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(a) Comparison with SOTA

Fig.1: (a) The figure shows the comparison with recent SOTA methods such
as SDM]28], CountourNet[26], PCR[3] and FCENet[33] on various benchmark
datasets, in terms of accuracy (F-measure). Our proposed BorderNet can achieve
higher accuracy. (b) The figure visualizes the entire inference process of Border-
Net. The first row is the input image, the second row is the heatmap during
network inference, and the third row is the final text detection result.

text drops significantly. In contrast, segmentation-based scene text detectors gen-
erally have an advantage in detecting text instances with irregular shapes and
extreme aspect ratios due to their pixel-level representation and local predic-
tion. Although segmentation-based methods can accurately predict text regions,
it is difficult to separate close text instances. Many recent segmentation-based
methods focus on how to separate the segmented text region into multiple text in-
stances, such as SOTD[27], TextField[29], TextMountain[34]. Furthermore, most
segmentation-based methods require complex post-processing to aggregate text
regions, resulting in considerable time consumption. For example, PSENet[23]
proposes a progressive scale expansion algorithm for post-processing, which in-
tegrates feature maps of multiple scales, resulting in a large time cost. In ad-
dition, although most segmentation-based methods using feature pyramids[10]
or UNet[20] structure fuse multi-scale features to get higher accuracy, there is
a semantic gap between different layers. Therefore, forcibly merging features of
different scales will reduce the ability of multi-scale feature expression and cause
feature redundancy.

The detection of curved and dense text quickly and accurately still faces se-
vere challenges. The border of curved and dense text are easy to stick, which
is difficult to distinguish by common methods. Therefore, this study proposes a
text detector based on border learning (BorderNet) for curved and dense text.
Our approach proposes to directly use image segmentation methods to learn the
center and border regions of text, and use border regions to separate different
text instances. In order to improve the efficiency and accuracy of the algorithm,
based on DBNet[7] and DBNet++[9], we integrate Differentiable Binarization
(DB) into boundary learning, which greatly reduces the number of calculations
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used for post-processing. To fuse multi-scale features more fully, we propose a
multi-scale feature enhancement module (MSFEM), which enhances the features
of each scale to make it more fully fused. MSFEM contains two feature fusions,
one occurs when deep layers are fused with shallow layers gradually, and the
other occurs when shallow layers are fused with deep layers gradually. In the
fusion process, the multi-scale features with stronger semantics can be obtained
by introducing the multi-head channel attention module (MHCA) which en-
hances the features of each layer. By directly fusing the enhanced multi-scale
features, the center and border regions of the text can be better segmented. As
shown in Fig 2 below, our method can detect curved and dense text better than
other methods. Our method surpasses SOTA methods on various benchmark
datasets such as ICDAR2015 and Total-Text. Our method reaches 89% on the
ICDAR2015 and 87.1% on the Total-Text. It is evident from the experiments
that by introducing border learning and fully fusing multi-scale features, the
model has higher accuracy, stronger robustness, and better efficiency.
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Fig. 2: Comparison with other methods. Fig a is our method, fig b is result from
FCENet[33], fig ¢ is result from FAST[2], fig d is result from PSENet[23].

The main contributions of this study are as follows: 1) We propose a text
detector based on border learning, which directly uses the image segmentation
method to learn the center and border regions of the text, and uses the bor-
der regions to separate different text instances which can solve the challenge
of curved and dense text. 2) In order to detect scene text more accurately and
faster, we proposed MSFEM, which can enhance multiple features of different
scales to make feature fusion more fully and obtain higher semantic information.

2 Related Work

Scene text detection has received extensive attention recently, and many new
methods have emerged. These methods can be roughly divided into three cate-
gories: regression-based methods, segmentation-based methods, and hybrid meth-
ods.
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Regression-based methods Most of regression-based methods directly regress
the text instance boxes. CTPN][21] divides the text instance into many small ver-
tical text regions, regresses each text box directly, and then connects text boxes
using a recurrent neural network. However, the regression anchor of CTPN[21]
is vertical, and this method can only detect horizontal or slightly multi-oriented
text. To solve this problem, RRPN[17] basing on the framework of Faster RCNN/[19]
integrates the rotated anchor to achieve the effect of detecting multi-oriented text
boxes. However, this method uses a rectangular text box, which makes it difficult
for text box to get close to the border of multi-oriented text. Then DMPNet[11]
is proposed, which regresses the quadrilateral directly and the text box can be
positioned close to the border of multi-oriented text. Although the development
of regression-based methods has matured, and has good effects on horizontal
and multi-oriented texts, there are still great challenges in the case of curved
and dense text.

Segmentation-based method The segmentation-based method regards text
detection as a text region segmentation problem, and usually requires pixel-level
prediction and post-processing algorithms to obtain the text box. The border
position of the text can be found, and distinguishing between text regions and
non-text regions is very important in this type of method. SOTD[27] introduces
the text border learning method, which uses the text border region as the third
category for semantic segmentation. But there has a strong dependence on fea-
ture extraction ability of model. TextField[29] and TextMountain[34] achieve
the purpose of detecting dense text by modeling the text center and text bor-
der. However, this requires complex modeling and post-processing, which is a
time-consuming process. Although segmentation-based methods can detect hor-
izontal, multi-oriented and curved texts well, dealing with dense texts quickly
and efficiently still faces considerable challenges.

Hybrid methods It is also worth mentioning that some other methods uti-
lize segmentation to classify text/non-text pixels and then localize the text via
bounding box regression. For example, East[32] and Deep Regression[6] predict a
rotated rectangle or quadrilateral for each pixel, but can not solve the detection
problem on curved text. Mask TextSpotter[16] uses instance segmentation meth-
ods for detection, which can detect curved text. But it does not perform well on
both curved and dense text, whihc have time consuming and low accuracy. Other
hybrid methods[31] require complex and time-consuming post-processing[18]to
remove duplicate prediction boxes.

In text detection, how to learn text borders quickly, efficiently and precisely
is very important for detecting curved and dense text. Most of the above meth-
ods have relatively complex post-processing, which will bring a large time cost.
Therefore, we propose a text detection method based on border learning and
design a more concise framework. Meanwhile, we introduce a feature Fusion
module, which can simplify post-processing and enable the network to learn
where the text region is quickly and precisely.
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3 Methodology

3.1 Overall Architecture

Based on the fully convolutional network[14], we design the overall architecture in
the form of an Encoder-Decoder. The specific structure includes a feature extrac-
tion module, MSFEM and Decoder module. In the feature extraction module, we
use the ConvNeXt[12]as the backbone to learn the features of text images. Be-
cause the size distribution of text may vary greatly, it is difficult for single-layer
features to adapt to texts of different scales. Therefore, MSFEM is introduced
to fuse multi-scale features by means of feature pyramids. To improving the fu-
sion quality of MSFEM, we design a module named MHCA. The features of
different scales of stage 2, stage 3, stage 4 and stage 5 are fed into MSFEM to
obtain multiple enhanced scale features through MHCA, and then concat them
together and fully fuse them through a layer of convolution to obtain multi-scale
fusion features with stronger semantics. Finally, the obtained multi-scale fusion
features are fed into Decoder module. Decoder module first predicts the shrink-
age probability map for the center region of the text and applies border learning
to obtain the probability map for the text border region, and gets the threshold
map corresponding to the predicted probability map. Afterwards,the DB mod-
ule is introduced to optimize the learning process, and obtains the final result
by fusing the probability map and the threshold map.Fig 3 shows the overall
network of BorderNet.
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Fig. 3: BorderNet network structure.
3.2 MSFEM

In the process of extracting text image features, we found that features of dif-
ferent scales have different receptive fields and can pay attention to texts of
different scales. Shallow features have smaller receptive fields and can perceive
the details of small texts, but can not capture global information. Deep features
have a large receptive field and can capture global information, but can not
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perceive detailed information. Therefore, for dense text detection, we need to
capture the feature information of each scale to the greatest extent, and fully
integrate the features of different scales. To achieve this purpose, we introduce
MSFEM.

We first build MSFEM based on the feature pyramid. In this module, the fea-
ture pyramid gradually upsample deep features and fuse with shallow features.
To fully fuse and amplify the feature information extracted from each scale to
speed up the learning efficiency of the network, the fused features obtained from
each scale are passed through MHCA to learn the attention weight, and multi-
plied by the original scale feature to obtain the filtered fusion feature. Therefore,
to extract useful multi-scale feature information to a greater extent, the filtered
fusion features from each scale are gradually down-sampled and fused with the
deep features.The operation of fused refers to concat&conv. The particular net-
work structure of MSFEM is shown in Fig 4.
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Fig.4: MSFEM network structure.

By visualizing the feature map obtained by the last convolutional layer of
MSFEM (as shown in Fig 4), we can see that after MSFEM, the network can
focus better on the text region. The network can also learn well on curved and
dense text.

MHCA MSFEM is designed to combine features of multiple scales, which in-
evitably leads to redundancy in features, which limits the network’s ability to
locate object rapidly and accurately. Introducing an attention mechanism can
solve this problem. As some methods proved that transformer is a successful
module based on attention mechanism, where multi-head self-attention (MHSA)
can adaptively learn more types of features and filter key features in the spatial
dimension. However, the computational time of MHSA is positively correlated
with the required memory and input resolution, which is very resource-intensive.
Inspired by Restormer[30], we propose the MHCA module, which is a multi-head
channel attention mechanism that can expand the feature learning space, learn
more feature types, and enhance the expressive ability of the model. Moreover,
the MHCA module is an attention module with linear complexity. It builds the
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attention map not in the spatial dimension but in the feature channel dimension.
Hence, MHCA is not affected by the input resolution, and the computational
cost is greatly reduced.We use gradcam to visualize the feature map obtained
by the last convolution layer of MSFEM, as shown in Fig 5.
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Fig.5: Visualize the feature map obtained by the last convolutional layer of
MSFEM.Fig a, b, ¢ and d are samples.

The MHCA module first uses a 1x1 convolution on the input to communi-
cate the information between each channel, and then a 3x3 depthwise separable
convolution to obtain spatial local context information on each channel. Then,
query (Q), key (K) and value (V) are generated from the obtained features.
Multi-head of MHCA is achieved by dividing it into multiple heads based on
the number of channels. MHCA changes the dimensions of Q and K, and then
dot-multiply each other to form a channel-based attention map. After that, the
attention map performs dot multiplication with V to determine the attention
feature for the current head. Finally, attention feature maps of multiple heads
are fused to obtain the module output. The calculation process of attention can
be expressed as:

Attention(Q, K, V) =V - Softmax( Q) (1)

where « is a learnable scale parameter to control the weights of the dot product
of K and Q.

3.3 Decoder

In this section, we design two key modules, including Convolution Map(CM)
module and Fusion module. The main function of the CM module is to map the
feature map obtained in the previous part to a single-channel grayscale image
with a value range of [0,1]. We designed the CM module consist of a convolution
and two deconvolutions.The convolution part is responsible for feature mapping,
the deconvolution part is responsible for restoring the image size without losing
effective information, and finally obtaining the corresponding grayscale image.
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8 Cheng J.T. et al.

The Fusion module is used to fuse the multiple grayscale images through the
DB module to get the final result. The Fusion module is used for training to
improve the accuracy of the network and can be unused during inference phase
to reduce inference time and memory consumption.

center map
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Fig.6: The fusion process of border map and center map. Fig a is the dense
text to be detected, fig b and fig ¢ are the center map corresponding to the text
center region and the border map corresponding to the text edge region. Then,
the two maps are mixed to obtain fig e as shown in fig d, and finally the boxes
of dense text in fig f are obtained based on fig e.

The decoder uses the feature map from the MSFEM to predict the approxi-
mate position of the text. The feature maps are respectively created by two CM
modules to create center map and border map, which are probability maps for
predicting the text center and border regions, and then the probability maps
are fed into the Fusion module. In the Fusion module, we first map the feature
to the threshold map through the CM module. The threshold map obtained at
this time corresponds to the probability map obtained earlier. The center map
corresponds to the threshold map of the text border region. The border map
corresponds to the threshold map of the text center region. The corresponding
probability map and threshold map are learned by DB optimization. Finally, the
results of the optimized learning are integrated to get the text detection results.

In this section, we not only retain the commonly used center map for the
center region of the text, but also design border map for learning the text border
to enhance the accuracy of text border learning. Because center map is fused with
border map, the detection results of dense text can be well separated, improving
the accuracy.The whole process is shown in Fig 6.

In addition to learning the center and border regions of the text image, the
model also learns the center point of the text as well as the region of the text
border, to estimate the size and location of the text more accurately. The design
is shown in Fig 7.

Label Generation A total of 4 kinds of labels are required in our network de-
sign, namely the label corresponding to the border map, the label corresponding

2603



BorderNet: An Efficient Border-Attention Text Detector 9
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Fig. 7: Decoder network structure.

to the center map, the threshold map label corresponding to the border map,
and the threshold map label corresponding to the center map.

The label of the border map mainly describes the border of the text. Given
an image of text, each polygonal region of its text is described by a set of line
segments, as shown in the following formula:

G = {Sk}r= (2)

where n is the number of vertices. Next, the polygon G is reduced to G1 by
using the Vatti clipping algorithm [22]. The positive sample region obtained by
subtracting G1 from G is the border region of the text. The shrinking offset D is
usually calculated from the perimeter and region of the original polygon, which

can be expressed as: ,
A(l —1r9)
b=—7— ®)
where r is the shrinkage ratio, which is empirically set to 0.4.

The label of the center map is used to describe the center region of the
text in the image. The positive sample region generated by reducing the above-
mentioned original polygon G to polygon G1 is the center region of the text. This
process draws on the generation method of the probability map of PSENet[23]
and DBNet[7].

The threshold map label corresponding to the border map is mainly aimed at
the center region of the text. Hence, the generation process is similar to the label
of the center map. After subtracting the reduced polygon G1 from the original
polygon G to obtain the positive sample region, the region is dilated to obtain
the edge of center region in text. Based on the edge, it assigns values to pixels
from far to near, and the farther away from the edge, the smaller the value of
the pixel.
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Fig. 8: Label generation.

The threshold map label corresponding to the center map is mainly aimed
at the text border region, so the generation process is similar to the label of the
border map. We set the pixel value in the positive sample region that is obtained
after reducing the polygon to 1, and other regions are set to 0.3. The schematic
diagram of the various labels generated is shown in Fig 8.

4 Experiments

4.1 Datasets

In our experiments, we first pre-train on a large multi-language dataset and then
finetune on a relatively small dataset. We chose the MLT-2017 as the pre-training
dataset, which is a large real-world dataset with 9 languages. In the MLT-2017,
there are a total of 7,200 training images, 1,800 validation images, and 9,000
testing images. We used a total of 9,000 images in the training and validation
datasets for pre-training.

In downstream tasks for finetuning, we used public datasets such as IC-
DAR2015, MSRA-TD500, SCUT-CTW1500, Total-Text, and DAST1500 datasets
to test the effectiveness of our ideas.

The characteristics of these types of datasets are different. We test on text
datasets with different characteristics to comprehensively evaluate the effec-
tiveness and verify the superiority of our method. Furthermore, it shows that
our method has significant advantages over other popular methods in detecting
curved and dense text.

4.2 Implementation Details

Training Our training strategy is to first train 100 epochs on the MLT-2017
dataset, use F1 as the evaluation criterion, and select the optimal epoch train-
ing result as the pre-trained model. Then, based on the pre-trained model ob-
tained above, fine-tuning is performed on different real datasets for 1,200 epochs.
Among them, we follow the poly learning rate decay strategy, and the initial
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BorderNet: An Efficient Border-Attention Text Detector 11

learning rate is set to 0.0002. In addition, we set the batch-size at training time
to 16 and use the Adam optimizer with parameter decay of 0.05 to speed up
the training network convergence. In terms of training data augmentation, we

Table 1: Comparison table of ablation experiment results.
Backbone DT npgpgyp  [CPAR2015 DAST1500
P R F FPS P R F FPS

Branch

ConvNeXt-Tiny

X 89.7 84.6 87.1 10 86.4 79.1 82.6 39
ConvNeXt-Tiny v

X

v

89.585.987.6 8 87.879.183.2 38
90.4 87.188.7 6 83.583.383.4 25
92.486.089.0 5 86.982.184.5 23

ConvNeXt-Tiny
ConvNeXt-Tiny

NN XX

follow common augmentation methods: (1) random rotation with an angle vari-
ation range of (-10, 10); (2) random cropping of images; (3) random flipping. To
improve the efficiency of training, all images are scaled to 640x640 for training.

Inference During the inference phase, we maintain the aspect ratio of the test
image and scale the image by the appropriate shortest side. The center map
and border map obtained from the two CM modules and the corresponding
probability map results obtained in the Fusion module are used for inference.
Originally, the DB module will use Equation 4 to generate center binary image
and border binary image to get the final result. To speed up the inference speed,
the Fusion module can be discarded and only the results of the center map and
border map are combined for inference. The specific fusion method is as follows:

output = centermap - (1 — bordermap > t) (4)

where t is the pixel classification threshold of the border map.

4.3 Ablation Study

To verify the effect of border learning and the multi-scale feature augmenta-
tion module on curved and dense text, we construct an ablation experiment on
the ICDAR2015 with horizontal and multi-orientation text and DAST1500 with
curved and dense text. The experimental results are shown in Table 1.

Border branch It can be seen from Table 1, border branch can strengthen
border learning and improve the overall text detection effect. Border branch im-
proves the accuracy of the network on ICDAR2015 and DAST1500 by 0.5% and
0.6%, respectively. Moreover, border branch does not bring about a large time
consumption, and the speed in the inference phase does not change much.The
comparison result with and without border branch is shown in Fig 9.
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Fig.9: Comparison results with and without border branch. Fig a and fig ¢ are
the results without border branch, and fig b and fig d are the corresponding
results with border branch.

MSFEM MSFEM can fully fuse and amplify the feature information extracted
at each scale, and strengthen feature semantic. As shown in Table 1, when join-
ing MSFEM to the network improve ICDAR2015 and DAST1500 by 1.6% and
0.8%, respectively. When joining MSFEM and border branch to the network can
improve both ICDAR2015 and DAST1500 by 1.9%.

Backbone In this study, we use ConvNeXt[12] as backbone, which is an en-
hanced version of ResNet[5], and its effect of use in various visual fields has been
affirmed in recent years. To be fair with other methods, we use the tiny version
of ConvNeXt[12] as backbone. The computation of the tiny version is similar to
ResNet-50[5] network, and the basic feature extraction ability is stronger.

4.4 Comparisons with Previous Methods

Comparisons with previous methods is conducted on four datasets (including
curved text and multi-oriented text).

Curved Text Detection We demonstrate the robustness of our method on
two datasets with curved text (Total-Text and SCUT-CTW1500). As shown in
Table 2, our method achieves accuracy that exceeds state-of-the-art methods.

Total-Text The dataset is word-level annotated. In the inference phase, the test
image is scaled according to the shortest side of 800. As can be seen from a and
b in the Fig 10, our method can accurately detect irregular text at the word-
level. Furthermore, our method achieves F-measure accuracy of 87.1% shown in
Table 2.

SCUT-CTW1500 The dataset is sentence-level annotated. In the inference phase,
the test image is scaled according to the shortest side of 800. The visualization
results are shown in ¢ and d of Fig 10, our method can detect the border of
text instances more precisely. As can be seen from Table 2, compared with other
SOTA methods, the accuracy of our method exceeds by 2.1%.

2607



BorderNet: An Efficient Border-Attention Text Detector 13

e f g h

Fig. 10: Visualization of Text results.Fig a and fig b are the results of Total-Text,
fig c and fig d are the results of SCUT-CTW1500. Fig e and fig f are the results
of ICDAR2015, fig g and fig h are the results of MSRA-TD500.

Multi-Orientation Text Detection As is evident from the above, BorderNet
can significantly outperform other methods in curved text detection. To further
verify the ability of BorderNet to detect text of arbitrary shapes, we perform
validation on the ICDAR2015 and MSRA-TD500 datasets, proving that Border-
Net can still achieve competitive results on multi-oriented text detection tasks.

ICDAR2015 The dataset is word-level annotated. In the inference phase, the
test image is scaled according to the shortest side of 1152. The visualization
results are shown in a and b of Fig 10, some difficult samples of different scales
can still be detected accurately. As can be seen from Table 2, BorderNet achieves
89.0% accuracy, outperforming other SOTA methods by 1.7%.

MSRA-TD500 The dataset is sentence-level annotated. In the inference phase,
to improve the inference speed, the test image is scaled according to the shortest
side of 736. The visualization results are shown in ¢ and d of Fig 10. BorderNet
can accurately detect long text lines with multi-Oriented characteristic. As is
evident from the Table 2, BorderNet achieves accuracy of 89.9% in F-measure,
surpassing other SOTA methods by 2.7%.

From the above, it can be seen that our method can accurately detect both
line-annotated and word-annotated multi-oriented text. This further proves the
stability and versatility of BorderNet.

2608



14 Cheng J.T. et al.

Table 2: Comparison table of experiments results with SOTA.
Total-Text SCUT-CTW1500  ICDAR2015 MSRA-TD500
P R FFPSP R F FPSP R F FPS P R F FPS
ATRR[25]  Syn 80.976.2 785 - 80.180.2 80.1 - 89.286.0 87.6 - 85.282.1 83.6 10.0

Methods Ext

CTPN|[21] - - - - - 60.453.8 56.9 7.14 74.251.6 609 7.1 - - - -
EAST[32] - 50.036.2 42.0 - 78.749.1 60.4 21.2 83.6 73.5 78.2 13.2 87.367.4 76.1 -
RRDI8] - - - - - - - - - 88.080.0 83.8 6.5 87.073.0 79.0 10.0
MCNI13] - - - - - - - - - 72.080.0 76.0 - 88.079.0 83.0 -
PixelLink[4] - - - - - - - - - 855820837 - 830732778 3.0
TextSnake[15] Syn 82.774.5 784 - 67.985.3 75.6 1.1 84.980.4 82.6 1.1 83.273.9 78.3 1.1
TextField[29] Syn 81.279.9 80.6 - 83.079.8 81.4 - 84.383.9 84.1 1.8 87.475.9 81.3 -

PSENet[23] MLT 84.0 78.0 80.0 3.9 84.8 79.7 82.2 3.9 86.984.5 8.7 1.6 - - - -
CRAFT[1] Syn 87.679.9 83.6 - 86.081.1 835 - 89.884.3869 - 882782829 86
PAN/[24] Syn 89.3 81.0 85.0 39.6 86.4 81.2 83.7 39.8 84.0 81.9 82.9 26.1 84.4 83.8 84.1 30.2
FAST[2] MLT 90.5 82.5 86.3 46.0 87.2 80.4 83.7 66.5 89.9 84.4 87.0 15.7 90.9 83.0 86.7 56.8
DBNet[7] Syn 87.182.5 84.7 32.0 86.9 80.2 83.4 22.0 91.8 83.2 87.3 12.0 91.5 79.2 84.9 32.0
DBNet++[9]  Syn 88.9 83.2 86.0 28.0 87.9 82.8 85.3 26.0 90.9 83.9 87.3 10.0 91.5 83.3 87.2 29.0
BorderNet(Ours) MLT 89.4 84.9 87.1 19.0 87.8 87.0 87.4 19.0 92.4 86.0 89.0 5.0 90.9 88.8 89.9 21.0

5 Limitation

Because BorderNet is a segmentation-based method, it can not handle cases
where a text instance is centered inside another text instance. Although our
method improves the accuracy of the border region and helps to distinguish
text instances that are close together, it can not handle the case when a text
instance locate in the center of another text, which is also a common problem
with segmentation-based methods. In the future, we will explore the idea of
instance segmentation to solve this problem by fusing the advantages of detection
and segmentation.

6 Conclusion

In this study, we propose an novel and efficient framework for detecting scene
text of curved and dense. The framework can detect scene text by learning text
border regions. For detecting scene text more accurately and faster, we propose
MSFEM, which makes the feature fusion more reasonable and improves the de-
tection efficiency. This method has surpassed the accuracy of other methods on
four benchmark datasets of text detection with different text instances, particu-
larly for distinguishing text instances with close distances and arbitrary shapes.
In the future, we will simplify our network while ensuring accuracy, making the
network more lightweight. Moreover, we will focus on distinguishing dense or
even sticky text instances to improve the detection accuracy on this type of
text.
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