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Abstract. Temporal sentence grounding (TSG) in videos aims to local-
ize the temporal interval from an untrimmed video that is relevant to a
given query sentence. In this paper, we introduce an effective proposal-
based approach to solve the TSG problem. A Boundary-aware Feature
Enhancement (BAFE) module is proposed to enhance the proposal fea-
ture with its boundary information, by imposing a new temporal dif-
ference loss. Meanwhile, we introduce a Boundary-aware Feature Ag-
gregation (BAFA) module to aggregate boundary features and propose
a Proposal-level Contrastive Learning (PCL) method to learn query-
related content features by maximizing the mutual information between
the query and proposals. Furthermore, we introduce a Proposal Inter-
action (PI) module with Adaptive Proposal Selection (APS) strategies
to effectively refine proposal representations and make the final local-
ization. Extensive experiments on Charades-STA, ActivityNet-Captions
and TACoS datasets show the effectiveness of our solution. Our code is
available at https://github.com/DJX1995/BAN-APR.

1 Introduction

Temporal sentence grounding (TSG) in videos has been an important but chal-
lenging problem in Vision-Language understanding area [1], which requires tech-
niques from both Computer Vision and Natural Language Processing. It aims
to localize a temporal video moment1 in an untrimmed video that semantically
matches a given query sentence, as shown in Figure 1(a). In addition, TSG can
be widely used in many applications such as question answering in videos, video
event captioning and human computer interaction [2–4].

Most TSG methods can be categorized into two groups: (1) proposal-based
approaches and (2) proposal-free methods. The former one borrows techniques
from object detection. A set of proposals with start and end timestamps are
proposed, then visual-language interaction is performed to generate proposal
representations. Afterwards, it computes the similarity between each proposal
and the given query sentence and selects the proposal with the highest matching
score as the localized video moment. The latter one also performs complex visual-
language interaction but it directly predicts the start and end timestamps based
on the feature representation.

1 We define a moment to be an interval in the video with the start and end timestamps.
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Fig. 1. (a) An illustration of the temporal sentence grounding in videos. Bottom: We
expect the learned boundary-aware feature representation to have high activations of
temporal difference around the start and end timestamps. (b) Proposal-based methods
aggregate video clips within each proposal to generate the proposal feature. However,
these proposals may include video clips (background frames) outside the ground truth
moment (foreground frames), which will affect the quality of the learned proposal
representations.

Despite the success of previous methods, there are three challenges remaining
unsolved in TSG:

– Feature discrimination around temporal boundaries. Most of previous meth-
ods usually apply the pooling operation on cross-modal representations, e.g.,
average pooling or RoI (Region of Interest) pooling [5, 6] to generate proposal
features, which neglects the discriminative temporal boundary information.
Without this information, it is difficult to distinguish overlapping or nearby
proposals correctly because the pooling results of overlapped or neighbouring
regions are very similar.

– Proposal construction with precise feature representations. Another chal-
lenging but crucial problem in TSG task is how to extract the query-related
visual information when constructing proposal representations. For example,
in Figure 1(b), some proposals include the whole ground truth moment and
some have an overlap with the ground truth moment. When aggregating
proposal representations based on video clips within proposals’ start and
end timestamps, we introduce a lot of noises from the unrelated background
frames (frames outside the ground truth moment), which may affect the
quality of the generated proposal representations.

– Proposal interaction. The proposal-free methods do not construct proposal
representations and also neglect the informative proposal relationship. Proposal-
based approaches usually have a large number of proposals and use a complex
proposal interaction module (e.g., a 2D CNN [7] or graph neural network [4])
to model the proposal relationship, which requires a lot of computations dur-
ing training and inference.

To address the above challenges, we develop a novel Boundary-aware Net-
work with Adaptive Proposal Refinement (BANet-APR) for temporal sentence
grounding:

3944



Boundary-aware Network with Adaptive Proposal Refinement 3

– Firstly, we design a Boundary-aware Feature Enhancement (BAFE) module
to extract the start and the end boundary information. A temporal difference
loss is applied onto the boundary-aware feature to ensure that the feature
representation has a high activation of temporal difference around the start
and end boundary positions (The concept is shown in Figure 1(a) and the
validation is shown in Figure 6 in the experiment section).

– Secondly, we introduce a Boundary-aware Feature Aggregation (BAFA) mod-
ule to generate discriminative and informative proposal representations where
the boundary feature and semantic content feature are both considered when
constructing proposal representations. Meanwhile, we design a Proposal-level
Contrastive Learning (PCL) method to implicitly enforce the semantic con-
tent feature to be query-related. Unlike previous methods [8, 9] which either
adopt frame-based contrastive learning or predefine an IoU threshold to con-
struct positive and negative sets, we enforce proposals that include the whole
ground truth moment to be close to the query while proposals that have no
overlap with the ground truth moment to be away from the query. The
boundary-aware feature and the semantic content feature are complement
to each other when generating proposal representations to learn more dis-
criminative (from boundary-aware feature) and informative (from semantic
content feature) proposal features for the TSG task.

– Finally, we propose a refinement module which makes coarse predictions,
selects k proposals via Adaptive Proposal Selection (APS), performs Pro-
posal Interaction (PI) among the selected proposals and then localizes the
moment. This refinement module only models the interaction between the
selected k confident and representative proposals instead of all proposals as
used in many previous works [10, 4, 7], which is more effective and efficient.

Our main contributions are fourfold: 1) We design a Boundary-aware Feature
Enhancement (BAFE) module to extract boundary information and design a
temporal difference loss that is directly applied on the feature representation to
learn more discriminative proposal features; 2) We propose a novel Boundary-
aware Feature Aggregation (BAFA) with Proposal-level Contrastive Learning
(PCL) method to learn more discriminative and informative proposal features;
3) We propose a Proposal Interaction (PI) module with Adaptive Proposal Se-
lection (APS) strategies to effectively refine proposal representations and make
the final localization prediction; and 4) Compared to the latest state-of-the-art,
the experiments on three datasets (Charades-STA [11], ActivityNet Captions
[12] and TACoS [13]) show the effectiveness of our proposed BANet-APR.

2 Related Work

Temporal sentence grounding (TSG) is a new task introduced in the computer vi-
sion community recently [11, 14, 15]. Formally, it aims to retrieve a video moment
with start and end timestamps from an untrimmed video using a query sentence.
Current existing methods can be roughly grouped into two categories, namely
propose-based and proposal-free methods [14, 16, 17, 10, 18–22]. Proposal-based
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methods first pre-define a set of video moment proposals and solve the problem
by choosing the best matched proposal [7, 4, 11]. CTRL [11] adopts a sliding
window to generate moment proposals and rank the proposals based on their
similarity scores to the query sentence. 2D-TAN [7] and RaNet [4] enumerate
all possible proposals and introduce complex proposal interaction methods us-
ing convolution and graph neural network, respectively. Proposal-free methods
directly regress the start and end timestamps or classify which frames are the
start and end boundary frames of the matched video moment [23, 1, 24, 25].

Extracting informative boundary feature is very important and has been
explored by some previous works [26, 4, 27, 28]. RaNet [4] adopts two branches,
e.g., a start branch and an end branch, to capture the start and end boundary
information to learn more discriminative proposal representations. In addition to
boundary branches, De-VLTrans-MSA [26] attaches a MLP as a classifier on top
of the feature and defines a downstream task to predict the probability of a frame
being the start or end stage to help boundary feature learning. CBP [27] designs
an anchor submodule and a boundary submodule which take the feature vector
at every temporal position as input and predict the probability of a proposal
ending at that position. However, the classifier for the downstream tasks is easy
to overfit to the statistics of the dataset and we may train a good classifier
instead of good feature representations. Unlike previous methods which either
have no boundary-related constraints on the feature, or use a classifier to predict
the probability of a frame being the start and end boundary, our paper directly
imposes a novel temporal difference loss on the boundary feature to enforce it
to be boundary-aware. The loss is calculated only based on boundary regions
instead of all temporal positions (so non-boundary regions with high temporal
difference will not get punished). It allows the model itself to determine the
high-salient temporal locations, which reduces the side effect of overfitting.

Proposal-based methods are intuitive and follow similar spirits of anchor-
based approaches in object detection, but it suffers from the redundant compu-
tation cost. 2D-TAN [7] proposes a sparse sampling strategy to sparsely sample
long proposals and densely sample short proposals, which is adopted by many
other works. However, the proposal number is still too large for modeling dense
proposal relationships. APGN [29] proposes a two-step model which first re-
gresses a small number of (start, end) tuples as proposals and then ranks the
proposed proposals. LPNet [30] proposes a novel model with a fixed set of learn-
able proposals where proposals’ start and end positions serve as model parame-
ters and are updated at every iteration. However, there is no constraint on the
generated proposals, which may lead to repeated and useless proposals. There-
fore, we propose to adaptively select unrepeated and representative proposals
for further refinement.

Contrastive learning [31–34] methods are commonly used in self-supervised
learning (SSL) research to learn high quality representations in an unsupervised
manner. In image representation learning, it brings the representation of dif-
ferent transformations of the same image closer and push the representation
of transformations from different images apart [35]. Contrastive learning is a
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MI (mutual information)-based approach and, in practice, contrastive learning
models are usually trained by maximizing an estimation of MI between different
transformations of data [36]. In the TSG task, IVG-DCL [8] adopts the con-
trastive learning concept in their model for the TSG task in which they apply
contrastive loss on each element in the video sequence (clip-level) and on each
video among all videos within a batch (video-level). In our PCL, we perform
proposal-level contrastive learning which directly helps the discriminative pro-
posal representation learning. Moreover, unlike previous methods [8, 9] which
construct positive and negative set based on IOUs, we do not manually set an
IoU threshold for positive and negative splitting, which can reduce the side effect
of confusing proposals and enforce the proposal encoder focusing more on the
query-related information.

3 Methodology

Fig. 2. An overview of our proposed model architecture for TSG.

Figure 2 depicts the overall framework of our BANet-APR, which consists
of feature extraction, feature enhancement, proposal construction and proposal
refinement: 1) Given a video and a query sentence, we use two encoders to gener-
ate the visual feature and the language feature, which are then fed into a cross-
modal interaction module; 2) The output cross-modal feature will pass through
a Boundary-aware Feature Enhancement module to strengthen the boundary
information; 3) Then, we aggregate the enhanced feature and generate proposal
representations by a proposal construction module; and 4) Finally, we design a
Proposal Refinement module to adaptively select confident and informative pro-
posals and refine their feature representations for the final moment localization.

3.1 Feature Extraction

Given an untrimmed video V and a sentence query Q, we denote the video as

V = {vt}T̂t=1, where vt is the t-th frame and T̂ is the total number of frames.
Similarly, each query sentence is represented by Q = {wi}Ni=1, where wi is the
i-th word and N is the total number of words.
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Feature encoding. We use a pre-trained video feature extractor, such as C3D
[37] or I3D [38], to obtain video features Ṽ = {ṽi}Ti=1 ∈ RT×dv , where ṽi is the

i-th video feature, dv refers to the video feature dimension, T = T̂ /s is the total
number of extracted features from the video and s is the number of frames of
a video clip in C3D or I3D models. Afterwards, we feed the video feature into
a stacked Bi-LSTM [39] network as the visual encoder to further aggregate its
contextual information over the temporal domain as:

V = VisualEncoder(Ṽ ), (1)

where V = {vi}Ti=1 ∈ RT×d is the final encoded visual feature and d is the
dimension of the visual feature.

Similarly, we use the GloVe [40] to encode each word in the sentence. The

encoded feature of the input sentence is denoted as S̃ = {s̃i}Ni=1 ∈ RN×dw , where
dw is the GloVe embedding dimension. Similarly, we use a stacked Bi-LSTM
network as the lauguage encoder to further aggregate its sequential context:

Q = LanguageEncoder(S̃), (2)

where Q = {qi}Ni=1 ∈ RN×d is the final encoded query feature for N words in
the query, each of which has the same feature dimension of the visual feature.

Cross-modal Interaction After getting the visual feature and the language
feature, we adopt the Context-Query Attention Layer (CQA) [41] to model the
interaction between the visual and the language feature. It takes the visual and
the language feature as input and outputs the fused feature that provides rich
cross-modal information for localization. The output will then be fed into another
BiLSTM(·) to capture the sequential relationship.

F = BiLSTM(CQA(V ,Q)) ∈ RT×d, (3)

where F ∈ RT×d is the cross-modal representation.

3.2 Feature Enhancement

The generated cross-modal representation F contains both the visual and lan-
guage information for the TSG task. However, it does not have the precise query-
related boundary information, which is crucial for accurate moment localization.
Therefore, we design a Boundary-aware Feature Enhancement (BAFE) module
which consists of two branches to 1) strengthen the start and end boundary
information and 2) enforce the proposal construction to pay attention on the
query-related elements in cross-modal features as well. The process is shown in
Figure 3. Given the cross-modal representation F, we first pass it through two
independent BiLSTMs to generate the boundary-aware feature (F̃b) and the

semantic content feature (F̃c):

F̃b = BiLSTM(F), (4)
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Fig. 3. Feature Enhancement. We have two branches to generate the boundary-aware
feature and semantic content feature.

F̃c = BiLSTM(F), (5)

where F̃j∈{b,c} = {f̃ i
j}Ti=1 ∈ RT×d are the enhanced cross-modal feature.

We impose a temporal difference loss on the boundary-aware feature F̃b by
calculating its temporal difference:

∆f̃b = {∆f̃ i
b}Ti=1, where ∆f̃ i

b = ∥f̃ i
b − f̃ i−1

b ∥
2
+ ∥f̃ i

b − f̃ i+1
b ∥

2
(6)

d = Softmax(∆f̃b) (7)

where d = {di}Ti=1, di is a scalar value representing the temporal feature differ-
ence at position i, and ∥ · ∥2 refers to l2-norm.

For each video-query pair with the start and end ground truth timestamps t̂s
and t̂e, we calculate the ground truth temporal difference regarding boundaries:

d̃i =
1√
2πσ2

(e−
(i−t̂s)2

2σ2 + e−
(i−t̂e)2

2σ2 ), (8)

where i is the position index in the temporal domain, σ is the standard deviation
of a Gaussian distribution (In this paper, σ = α(t̂e − t̂s) where α is a hyper-
parameter), t̂s and t̂e are the ground truth start and end positions. We expect
the temporal difference of F̃b to have high activation values at the ground truth
start and end boundaries as d̃i. Thus, we define a temporal difference loss Ltd

as below.

Ltd = −
T∑

i=1

d̂i log(di) (9)

where d̂i = d̃i/
T∑

i=1

d̃i is the normalized ground truth temporal difference. By

minimizing Ltd, F̃b is forced to be a boundary-aware feature.

3.3 Proposal Construction

The general idea of proposal construction is to leverage both the discrimina-
tive boundary-aware feature and the informative semantic content feature to
construct high quality proposal representations.
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Proposal generator. As illustrated in Figure 4(a), in the proposal generator,
the vertical and horizontal axes in the proposal generator denote the start and
end indices of a proposal, respectively. Each block indicates a (start, end) pair
and blocks in blue color are proposals with the valid (start, end) pairs, where the
start index is smaller than the end index. The proposal generator will enumerate
all possible valid pairs. Then, we densely sample short length proposals and
sparsely sample longer length proposals so that proposals with large overlaps
will not be selected [7].

Boundary-aware Feature Aggregation (BAFA). As shown in Figure 4(b),
given a proposal with the start and end timestamps (s, e) from the proposal
generator, a BAFA module is designed to aggregate the boundary information
from the boundary-aware feature, F̃b, and the content information from the
semantic content feature, F̃c, to construct the proposal feature representation.

R = {rm}Mm=1, where rm = MLP ([f̄m
c ; f̃sm

b ; f̃em
b ]) ∈ R1×d, (10)

where R ∈ RM×d are proposal features, M is the number of sampled proposals,
f̃sm
b and f̃em

b are elements at the start and end timestamps in the boundary-

aware feature and f̄m
c = maxpool(f̃sm

c : f̃em
c ) is maxpooling the features in the

semantic content feature sequence from the start to the end position of the mth
proposal.

Fig. 4. (a)Proposal Constructor. We enumerate all possible proposals and sparsely
sample long proposals. (b)Boundary-aware Feature Aggregation. We aggregate video
clips in the boundary-aware feature and semantic content feature and pass it through
a MLP layer to generate the final proposal feature.

Proposal-level contrastive learning. We impose a contrastive loss on pro-
posal representations aggregated from the semantic content feature (shwon in
Figure 4(b)), which serves as an additional supervision to guide the BAFA mod-
ule to generate query-related proposals. Given all proposals P , we treat proposals
that include the whole ground truth interval as positive sample set P+, and the
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ones that have no overlap with the ground truth interval as negative sample set
P−. Then, we use the MIL-NCE loss [42] for our contrastive loss:

Lcl = − log

∑
p∈P+

eht(q)
⊤hv(p)∑

p∈P+

eht(q)⊤hv(p) +
∑

p∈P−

eht(q)⊤hv(p)
, (11)

where q = AvgPool(Q) is the global query feature representation and p (equiva-

lent to the f̃m
c in the BAFA module) is the proposal feature generated via max

pooling over the semantic content feature from video clips. Similar to the Sim-
CLR approach [34], we add two learnable projectors hv(·) and ht(·) to project
proposal feature and text feature to a compatible embedding spaces, respectively,
and apply the contrastive loss on the projected features.

3.4 Proposal Refinement

The proposal refinement module aims to effectively select a subset of proposals
and refine their feature representations for the final localization.

Coarse predictor. After getting all proposals (shown in Figure 5(a)) and their
corresponding proposal features, we impose a predictor to predict the match-
ing score of each proposal regarding the query. The coarse predictor takes the
proposal feature as the input and predicts the matching score of that proposal:

pi = Sigmoid(MLP (ri)) (12)

where ri and pi are the feature representation and the predicted matching score
of the ith proposal, respectively.

Adaptive proposal selection. After obtaining the coarse matching scores of
all proposals, we select k proposals out of them. However, instead of directly se-
lecting proposals with the top k highest matching scores (shown in Figure 5(b)),
we design adaptive selection strategies which consider both the global diversity
and local compaction. Specifically, we first perform Non-maximum Suppression
to select top m confident anchor proposals with small overlaps. Then, for each
anchor proposal, we select top n confident nearby proposals that have large over-
laps with the corresponding anchor proposal (k = m×(n+1)). Therefore, we are
able to model both the global (between anchors) and local (between an anchor
and its neighbors) relationships in the next proposal interaction step. Figure 5(c)
shows the effectiveness of the adaptive selection. By comparing Figure 5(b) and
Figure 5(c), we can observe that using adaptive proposal selection strategies has
a larger chance to include the ground truth moment in the pool of proposals for
further refinement.

3951



10 Jianxiang Dong, Zhaozheng Yin

Fig. 5. Effectiveness of the adaptive proposal selection. Each cell denotes a possible
proposal and the x axis and y axis represent the end and start indices of the proposal,
respectively. Cells in green are selected proposals, and cells in black are not selected.
The red cross represents the ground truth temporal interval.

Proposal interaction. Given a proposal with the start and end positions, we
embed it with its positional information based on sine and cosine functions of
different frequencies [43]. Then, we adopt an MLP to project it into a new space:

r̂i = MLP ([ri;f
pos
s ;fpos

e ]) (13)

where ri is the ith proposal feature and fpos
s and fpos

e are the positional em-
beddings for the start and end positions, respectively.

Then, we adopt a Graph Neural Network (GNN) with Edge Convolution [29]
to perform proposal interactions to refine proposal features where all the selected
proposals are densely connected:

R̃ = GNN(R̂), R̂ = {r̂i}ki=1 (14)

where R̃ = {r̃i}ki=1 is the refined proposal representations.

Moment localization After getting the refined proposal feature, we impose
two predictors to predict the matching score of a proposal and the boundary
offsets of that proposal.

p̂i = Sigmoid(MLP (r̃i)) (15)

(∆tis, ∆tie) = MLP (r̃i), (16)

where p̂i is the final predicted matching score and ∆tis and ∆tie are the predicted
start and end boundary offsets, respectively. The refined proposal representations
enable the newly predicted matching scores in Eq.15 to be more precise than the
matching scores from the coarse predictor.

We use the truncated IoU value [7] as the ground truth matching score and
adopt a binary cross entropy loss for both the coarse and final matching score
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prediction losses Lmc and Lmf , respectively. And we use smooth L1 loss for the
boundary offsets loss Lb:

Lmc = − 1

M
ΣM

i=1(ŷi log pi + (1− ŷi) log(1− pi)) (17)

Lmf = −1

k
Σk

i=1(ŷi log p̂i + (1− ŷi) log(1− p̂i)) (18)

Lb = SmoothL1(∆t̂s −∆ts) + SmoothL1(∆t̂e −∆te) (19)

where ŷi is the ground truth matching score, k is the number of selected pro-
posals, M is the total number of sampled proposals and ∆t̂s and ∆t̂e are the
ground truth boundary offsets.

3.5 Training and Inference

The overall training objective consists of the temporal difference loss Ltd (Eq.9),
contrastive loss Lcl (Eq.11), matching score prediction losses Lmc (Eq.17) and
Lmf (Eq.18) and boundary offset loss Lb (Eq.19):

L = αtdLtd + αclLcl + αmcLmc + αmfLmf + αbLb, (20)

where αtd, αcl, αmc, αmf and αb are loss weights to balance different loss con-
tributions and are determined by the validation set.

During inference, we pass the video sequence and query sentence into the
model and get a set of proposals together with their corresponding matching
scores. We then select the proposal with the highest matching score to generate
the final localization.

4 Experiments

We evaluate the proposed BANet-APR method and compare to the state-of-the-
art approaches on Charades-STA, ActivityNet Captions and TACoS dataset.

4.1 Dataset and Evaluation

Charades-STA. Charades-STA is built on the Charades dataset [44] for indoor
activities and is extended by [11] with temporal annotation of text descriptions.
In total, it has 6,672 videos and 16,128 moment-query pairs, where 12408 pairs
and 3720 pairs for training and testing, respectively.
ActivityNet-Captions. ActivityNet Captions is first introduced by [12] and
there are more than 20k videos. Following the given split, we use val 1 as the
validation set and val 2 as the testing set, resulting in 37417, 17505, and 17031
samples for training, validation and testing, respectively.
TACoS. TACoS [13] dataset is based on 127 indoor cooking videos in around
7 minutes on average. We follow the same splits as in [11] and have 10146, 4589
and 4083 moment-query pairs for training, validation and testing.

3953



12 Jianxiang Dong, Zhaozheng Yin

Evaluation Metric. For a fair comparison, we adopt the recall 1 at various
thresholds of the Intersection over Union, R1@IoU=m, following previous works
[11, 45] to measure the percentage of the predicted proposals that have IoU with
the ground truth annotation larger than m, where m ∈ {0.3, 0.5, 0.7}.

4.2 Implementation Details

For fair comparisons with state-of-the-art, we adopt the C3D [37] feature for
ActivityNet and TACoS dataset, and use the I3D [38] feature for the Charades-
STA dataset videos. We utilize a pre-trained Glove 840B 300d [40] to encode
query sentences. In the experiment, we set the number of hidden units in Bi-
LSTM to 256 and the feature dimension d to 512. In the contrastive loss, the
dimension of the projected feature space is set to 128. In the adaptive proposal
selection, we set the number of anchors m = 16 and the number of neighbors
n = 4. The video feature sequence length for Charades-STA, ActivityNet and
TACoS is set to 48, 64 and 128, respectively. The batch size is set to 32. We
train our model using the Adam optimizer with a learning rate of 1× 10−3.

4.3 Comparison with State-of-the-arts

In Table 1 we compare our BANet-APR with recent state-of-the-art methods
[7, 4, 21, 46, 24, 23, 8, 47, 30, 29]. Our model achieves the highest score in terms
of R1@IoU=0.7 on Charades-STA and ActivityNet. In terms of R1@IoU=0.5,
we have the highest score on Charades-STA dataset and the second best score
on both ActivityNet and TACoS dataset. Although our model only achieves the
second best scores on TACoS dataset, it has a large improvement compared with
all other methods (except CPN [48]), and it gives much higher performance on
the other two datasets compared with CPN.

4.4 Ablation Study

Effectiveness of model components. As shown in Table 2, we perform in-
depth ablation studies on the effectiveness of different components in our model,
including Boundary-aware Feature Enhancement (BAFE) in Feature Enhance-
ment, Proposal-level Contrastive Learning (PCL) in Proposal Construction and
Proposal Interaction (PI) and Adaptive Proposal Selection (APS) in Proposal
Refinement modules based on the Charades-STA dataset. We can observe that
the removal of any component will decrease the performance. Moreover, we can
also observe from the last three rows that introducing a proposal interaction
can help moment localization and using adaptive selection strategies can further
improve the performance.

More ablations on the boundary-aware feature enhancement. Table 3
illustrates the results of different designs of the boundary-aware feature enhance-
ment module, from which we can observe the followings. First, simply taking the
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Table 1. Comparisons with other state-of-the-art methods. Bold and underline denote
the best and the second best results, respectively. For a fair comparison, we only com-
pare with models using the I3D or C3D feature.

Method
ActivityNet Captions Charades-STA TACoS

R1@ R1@ R1@
0.5 0.7 0.5 0.7 0.3 0.5

DRN [24] 45.45 24.36 53.09 31.75 - 23.17
LGI [23] 41.51 23.07 59.46 35.48 - -
CPN [48] 45.10 28.10 59.77 36.67 48.29 36.58

IVG-DCL [8] 43.84 27.10 - - 38.84 29.07
DeNet [49] 43.79 - 59.70 38.52 - -
DRFT [45] 42.37 25.23 60.79 36.72 - -
CBLN [47] 48.12 27.60 61.13 38.22 38.98 27.65
2D-TAN [7] 44.51 26.54 - - 37.29 25.32
RaNet [4] 45.59 28.67 60.40 39.65 43.34 33.54

LPNet [30] 45.92 25.39 54.33 34.03 - -
APGN [29] 48.92 28.64 62.58 38.86 39.34 28.34

Ours 48.12 29.67 63.68 42.28 48.24 33.74

max-pooling results from the semantic-content feature to construct proposal rep-
resentations gives the worst result. Secondly, introducing boundary-aware feature
gives better results on the higher IoU metric. Finally, the combination of them
gives the best performance which verifies that they are complement to each other.

4.5 Qualitative Results

Figure 6 demonstrates how the boundary-aware feature helps the localization.
The bottom row in Figure 6 displays the temporal difference values of the

Table 2. Effectiveness of different components in our model on Charades-STA dataset

Component R1@

BAFE PCL PI APS 0.5 0.7

✗ ✗ ✗ ✗ 58.01 34.35
✓ ✗ ✗ ✗ 61.75 39.68
✓ ✓ ✗ ✗ 62.23 40.78
✓ ✓ ✓ ✗ 63.12 41.34
✓ ✓ ✓ ✓ 63.68 42.28
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Table 3. Ablations of the boundary-aware feature enhancement on Charades-STA
dataset. F̃c is the semantic content feature and F̃b is the boudary-aware feature.

Component R1@

F̃c F̃b 0.5 0.7

✓ ✗ 62.35 39.07
✗ ✓ 61.96 40.45
✓ ✓ 63.68 42.28

boundary-aware feature F̃b after softmax normalization. We can observe that
the boundary-aware feature has high activation values around the start and end
positions, aiding the temporal localization accuracy.

Fig. 6. Qualitative examples on the boundary-aware feature.

5 Conclusion

In this paper, we propose a novel Boundary-aware Network with Adaptive Pro-
posal Refinement (BANet-APR) for the TSG task. Specifically, we design a
Boundary-aware Feature Enhancement (BAFE) module to extract the bound-
ary information and introduce a Boundary-aware Feature Aggregation (BAFA)
module where the boundary-aware feature and the semantic content feature work
together to construct discriminative and informative proposal representations.
Moreover, a Proposal-level Contrastive Learning (PCL) method is proposed to
enforce the semantic content feature to be query-related. Finally, we propose to
adaptively select a subset of proposals and perform proposal interactions to refine
their feature representations for the final localization. We conduct experiments
on three benchmark datasets and show the effectiveness of our model.
Acknowledgement. Jianxiang Dong and Zhaozheng Yin have been supported
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