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Abstract. The prediction of solar flares is essential for reducing the
potential damage to social infrastructures that are vital to society. How-
ever, predicting solar flares accurately is a very challenging task. Exist-
ing methods predict flares using either physical features or images, but
the main bottleneck is that they sometimes incorrectly predict a class
that is smaller than the actual solar flare. In this paper, we propose the
Flare Transformer, a solar flare prediction model that handles both im-
ages and physical features through the Magnetogram Module and the
Sunspot Feature Module. The transformer attention mechanism is intro-
duced to model the temporal relationships between input features. We
also introduce a new differentiable loss function to balance the two major
metrics of the Gandin–Murphy–Gerrity score and Brier skill score. We
validate our model on a publicly available dataset. The results show that
the Flare Transformer outperformed the baseline methods in terms of
the Gandin–Murphy–Gerrity score and true skill statistic, and achieved
better performance than those given by human experts.

Keywords: Solar flare prediction · Time-series forecasting · Transformer

1 Introduction

X-ray emissions, high energy particles, and coronal mass ejections released by so-
lar flares disrupts GPS communication, causes radio blackouts, and poses health
hazards to astronauts and flight crews [2]. It is estimated that the economic loss
from a Carrington-class flare will be approximately US $163 billion in North
America [22]. Therefore, the prediction of solar flares is essential for reducing
the potential damage to our society. However, accurate predictions of solar flares
remain a challenging task.

Given this background, this paper focuses on predicting the class of the
largest solar flare that will occur within 24 h. Fig. 1 shows an overview of our
method. The inputs are a time-series of full-disk line-of-sight magnetograms
taken by Helioseismic and Magnetic Imager (HMI) [24] onboard Solar Dynamic
Observatory (SDO) [20] and region-level physical features extracted from active
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Fig. 1. Overview of the Flare Transformer.

regions detected in the sunspot images. Note that a magnetogram is a grayscale
solar image shown in Fig. 1, and details on physical features can be found in [6].
The output is the predicted solar flare class (see Table 1 for details).

Even for human experts, it is very challenging to predict solar flares. For
example, their performance during the period 2000–2015 resulted in GMGS =
0.48 (Gandin–Murphy–Gerrity score) and TSS≥M = 0.50 (true skill statistics)
[10] (these metrics would return a score of 1 for a perfect forecast). The main
bottleneck of existing methods is that they sometimes incorrectly predict a class
of flare that is smaller than that which actually occurs. For example, the DeFN
[17] model incorrectly predicted 89% of X-class flares as M-class.

In this paper, we propose the Flare Transformer (FT), which handles time-
series of images and physical features to produce accurate and reliable solar flare
predictions. Our code is available at this URL3. Our model differs from existing
methods in that it handles both line-of-sight magnetograms and physical features
with the Magnetogram Module (MM) and the Sunspot Feature Module (SFM)
(see Section 4.3). These modules allow the proposed FT model to capture useful
features for solar flare prediction. We also introduce a transformer attention
mechanism [27] to model the temporal relationships between input features.
The main contributions of this paper are summarized as follows:

– We propose the FT, a solar flare prediction model that handles both line-of-
sight magnetograms and physical features through the MM and SFM (see
Section 4.3).

– We introduce the transformer attention mechanism [27] to model temporal
relationships between input features.

3 https://github.com/keio-smilab21/flare transformer
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– We introduce the GMGS and Brier skill score (BSS) losses to balance the
two major metrics of solar flare prediction (see Section 4.4).

2 Related Work

2.1 Time-Series Forecasting

There have been many studies in the field of time-series analysis (e.g.,[29,30]). For
instance, [5] is a survey paper in the field that discusses the methods, datasets,
and subtasks associated with time-series analysis.

Time-series forecasting is one of the subtasks of time-series analysis. Early
studies on time-series forecasting were based on statistical models (e.g.,[3,9]).
More recent methods are based on deep neural networks (DNNs), which can
model complicated sequential data. The existing methods using DNNs typically
use recurrent neural networks (RNNs) (e.g., [18,21,23,28]) or attention mecha-
nisms (e.g., [13,29,30]). In terms of RNN based approaches, DeepAR [23] models
future probabilistic distributions using an autoregressive RNN model, whereas
DPT-DRNN [18] is an enhanced RNN model with a pre-training method that
uses an autoencoder, allowing the PM2.5 concentration to be predicted from
environmental monitoring data.

Inspired by the success of attention mechanism in other fields (e.g., natural
language processing, computer vision), many models using a transformer [27]
has been proposed for time-series forecasting. However, time-series data tends to
have larger sequence length L than inputs in other fields, resulting in high compu-
tational complexity. Therefore, many existing studies have proposed methods to
reduce the computational complexity. For example, LogSparse Transformer [13]
propose the LogSparse attention, which reduce the computational complexity to
O(L logL). Adversarial Sparse Transformer [29] implements a sparse attention
layer by using a sparse normalization transformation, α-entmax. Informer [30]
is a transformer-based model for long-sequence time-series forecasting, which
introduce a ProbSparse self-attention mechanism and generative style decoder.

2.2 Solar Flare Prediction

There have also been many studies on solar flare prediction (e.g., [11,17,19]). For
instance, [7] comprehensively summarizes the methods and evaluation metrics
for solar flare prediction tasks.

There are several standard datasets for solar flare prediction tasks. Nishizuka
et al. published a dataset1 consisting of physical features for sunspots extracted
from images taken by the SDO [20] and Geostationary Operational Environmen-
tal Satellite (GOES). The dataset covers the period from June 2010 to December
2015 [16]. Angryk et al. published a dataset consisting of physical features of ac-
tive regions extracted from Spaceweather HMI Active Region Patch series, which
covers the period from May 2010 to December 2018 [1].

1 Available at https://wdc.nict.go.jp/IONO/wdc/solarflare/index.html
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Table 1. The correspondence of flare class and X-ray intensity.

Flare Class Range of X-ray intensity [W/m2]

X pt > 10−4

M 10−5 < pt ≤ 10−4

C 10−6 < pt ≤ 10−5

O pt ≤ 10−6

Many methods have been proposed for solar flare prediction tasks. For ex-
ample, Park et al. proposed a convolutional neural network based model to
forecast solar flare occurrence using solar full-disk magnetograms [19]. DeFN
[17] is a residual feed-forward network model which calculates the probability
of solar flares occurring in the subsequent 24 h period using sunspot physical
features. Tang et al. compared the performance of existing solar flare prediction
models, and reported that the DeFN outperformed all other methods [4,8,25]
for the 2010-2015 dataset [25]. The advantage of the DeFN model is that the
physical features can be analyzed to search for those that are most effective for
solar flare prediction. DeFN-R [15] is an extension of DeFN. While the DeFN
is optimized for deterministic prediction, DeFN-R is optimized for a probability
forecast based on the observation event rate.

3 Problem Statement

In this paper, we focus on the task of predicting the class of the largest solar
flare that will occur within 24 h from time t, yt, which is defined as follows:

yt = flareclass(max{pt+1, pt+2, . . . , pt+24}) , (1)

where pt and flareclass(·) denote the maximum X-ray intensity within an hour
of time t and the 1-of-K representation for classes X, M, C, and O, respectively.
Table 1 defines each flare class in terms of pt.

The input and output of this task are defined as follows:

– Input: Line-of-sight magnetograms and physical features. The physical fea-
tures are extracted from solar images taken by the Atmospheric Imaging
Assembly (AIA) [12] aboard the SDO [20].

– Output: A four-dimensional vector that denotes the predicted probabilities
for each solar flare class.

In this task, it is desirable that p(ŷt) be as close as possible to yt, where
p(ŷt) denotes the output of the model. However, because solar flare prediction is
a class-imbalanced problem, it is unfavorable to output trivial predictions, such
as predicting all flares as O-class. Thus, to avoid such predictions, it is desirable
to output p(ŷt) that maximizes metrics such as GMGS [6] and BSS [15] , which
are standard metrics in the field of solar flare prediction.

In this paper, we do not model the solar flare prediction task as a regression
problem for the following two reasons:
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– The above classification task is the standard setting in the field of solar flare
prediction (e.g., [17,19]).

– Predictions by human experts are given in the above classification setting,
not as a regression task.

Therefore, it is reasonable to handle this task as a classification problem. Even
though we do not explicitly consider the task as a regression problem, our model
can be applied to regression tasks. We also assume that solar flare prediction is
based on a full-disk image and not on a region-level image. We define line-of-
sight magnetogram as a solar image taken by SDO/HMI [24]. We evaluate the
model by GMGS, TSS [10] and BSS (see Section 5.2). The GMGS is a multi-class
evaluation metric that considers class imbalance using the GMGS score matrix
[6]. The BSS is a metric to evaluate the reliability of the forecast and is used not
only in the field of solar flare prediction, but also in other fields such as weather
forecasting [15].

4 Proposed Method

4.1 Novelty

The proposed method is unique in that the model handles both line-of-sight
magnetograms and physical features through the Magnetogram Module (MM)
and the Sunspot Feature Module (SFM) for solar flare prediction. We use the
transformer attention mechanism [27] in the modules to model the temporal
relationships between input features. Solar flare prediction is a time series fore-
casting task, and a certain degree of correlation is expected between time series
features. Therefore, it is considered that the transformer, which performs correla-
tion calculations in the self-attention and cross-attention mechanisms, is suitable
for this task. The main differences between our method and existing methods
(e.g., [17,19]) are as follows:

– While existing methods take only physical features [17] or images [19] as
input, our model handles both features through the MM and the SFM. These
modules are explained in Section 4.3.

– We introduce the GMGS and BSS losses to balance the two major metrics
in solar flare prediction. These losses are explained in Section 4.4.

4.2 Input

The input x is defined as follows:

x = (Vt−k+1:t, Ft−k+1:t) , (2)

Vt−k+1:t = (vt−k+1,vt−k+2, ...,vt) , (3)

Ft−k+1:t = (ft−k+1,ft−k+2, ...,ft) , (4)

1492



6 K.Kaneda et al.

Fig. 2. Proposed method framework. Flare Transformer consists of Magnetogram Mod-
ule and Sunspot Feature Module.

where vt ∈ R512×512 and ft ∈ R90 denote the line-of-sight magnetogram and
physical features at time t, respectively. We extract ft by the method described
in [17], and obtain vt by resizing the line-of-sight magnetograms to 512×512
pixels.

4.3 Flare Transformer

Fig. 2 shows the structure of our method. In the figure, MH Attention, Trm
Layer, and FFN denote the multi-head attention, transformer layer, and feed-
forward network, respectively. The proposed method consists of two main mod-
ules: MM and SFM. The difference between MM and SFM is the query taken in
the source-target attention. In the MM, magnetogram features are taken as the
query, while in the SFM, physical features are taken as the query. The MM first
encodes the images Vt−k+1:t as follows:

hV = fFE (Vt−k+1:t) , (5)

where fFE denotes the Image Feature Extractor, which consists of multiple con-
volutional layers, max pooling layers, average pooling layers, and batch normal-
ization layers, as shown in Fig. 3. The SFM also encodes the physical features
Ft−k+1:t as follows:

hF = fBN(fFFN(Ft−k+1:t)) , (6)
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Fig. 3. The structure of Image Feature Extractor. “Conv,” “Batch Norm,” and “Avg
pooling” denote the convolutional layer, batch normalization layer, and average pooling
layer, respectively.

where fBN and fFFN denote the batch normalization layer and FFN, respectively.
Then, we obtain hV F by concatenating hV and hF .

Next, the NV transformer layers compute the temporal relationships between
time-series images and physical features. In the multi-head attention block, hV

and hV F are divided into h
(i)
V ∈ Rk×d and hV F

(i) ∈ Rk×2d (i = 1, . . . , Nhead),
where d = H/Nhead. Here, H and Nhead denote the hidden layer size and number
of heads, respectively.

The query Q(i) ∈ Rk×d, key K(i) ∈ Rk×2d, and value V (i) ∈ Rk×2d are
computed for the i-th head as follows:

Q(i) = W (i)
q h

(i)
V , (7)

K(i) = W
(i)
k h

(i)
V F , (8)

V (i) = W (i)
v h

(i)
V F , (9)

where W
(i)
q , W

(i)
k , and W

(i)
v denote the weight matrices for Q(i), K(i), and V (i),

respectively. The output of the transformer layer htrm is computed as follows:

htrm = fBN(fFFN(hmha)) , (10)

hmha =
[
f
(1)
attn;f

(2)
attn; . . . ;f

(Nhead)
attn

]
, (11)

f
(i)
attn = softmax

(
Q(i)K(i)⊤

√
d

)
V (i) . (12)

The output of the MM hMM is obtained by NV transformer layers. Similarly,
the output of the SFM hSFM is obtained by NF transformer layers.

Finally, the predicted flare class y∗t is obtained as follows:

y∗t = argmaxi(p(ŷti)) , (13)

p(ŷt) = softmax(fFFN(hMM;hSFM)) , (14)

where p(ŷti) denotes the predicted probability of i -th class.
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4.4 Loss Function

In our model, we introduce GMGS and BSS losses to balance the GMGS [6] and
BSS≥M [15].

First, we define the GMGS loss for the following reason. The loss functions
used in existing methods are not effective in improving the GMGS because they
adjust the balance between classes using weights that are irrelevant to GMGS.
Unlike existing methods, we can effectively improve the GMGS by using the
score matrix of GMGS as weights. The GMGS loss LGMGS is defined as follows:

LGMGS = − 1

NI

N∑
n=1

si∗j∗
I∑

i=1

y′nilog(p(ŷni)) , (15)

i∗ = argmaxi(yni) , (16)

j∗ = argmaxj(p(ŷnj)) , (17)

where N , I, p(ŷni), yni, y
′
ni and si∗j∗ denote the number of samples, number of

classes, predicted probability of the i -th class for the n-th sample, label of the
i -th class for the n-th sample, the label of the i -th class for label smoothed yn,
and element (i∗, j∗) from the score matrix for GMGS [6], respectively.

Second, we define the BSS loss to improve the reliability of the forecast. We
propose to use the BSS directly for the BSS loss because it is differentiable. The
BSS loss LBSS is defined as follows:

LBSS = − 1

NI

N∑
n=1

I∑
i=1

(p(ŷni)− yni)
2 . (18)

Overall, we use the following loss function:

L = LCE + λGMGSLGMGS + λBSSLBSS , (19)

where LCE denotes the cross entropy loss between yn and ŷn, and λGMGS and
λBSS denote the loss weights.

5 Experiments

5.1 Experimental Setup

In the experiments, we evaluated our method on a dataset that was collected
by the following procedure. First, we downloaded hourly line-of-sight magne-
tograms from the SDO [20] web archives1. Next, we used an online physical
feature database that is available at this URL 2.

Because the physical features in the dataset are region-level features, the
following processes were performed to make the data suitable for input to our
model.
1 https://sdo.gsfc.nasa.gov/data/
2 https://wdc.nict.go.jp/IONO/wdc/solarflare/index.html
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Table 2. The number of samples included in each divided set.

Training Set Test Set

Year Samples Year Samples

2010-2013 29247 2014 8127
2010-2014 37374 2015 8155
2010-2015 45529 2016 7795
2010-2016 53324 2017 7991

Table 3. Parameter settings and structures of FT.

Optimizer Adam (β1 = 0.9, β2 = 0.999)
Learning Rate 7.0×10−7

Batch Size 32
MM (HMM, AMM) = (128, 4)
SFM (HSFM, ASFM) = (128, 4)
Trm layer (NV , NF ) = (1, 2)
Loss weights (λGMGS, λBSS) = (0.01, 10)

– If multiple sunspots were observed at a given time, we selected physical
features from a randomly selected sunspot.

– If no sunspots were observed at a given time, we set the values of all physical
features to zero.

The dataset contains 61315 samples, covering the period from June 2010 to
December 2017. A sample consists of a line-of-sight magnetogram and 90 types
of physical features [17]. The numbers of samples with ground truth labels of
X, M, C, and O are 492, 4745, 19736, and 36342, respectively. The numbers of
samples are imbalanced between classes because X-class and M-class solar flares
are extremely unlikely events compared with other classes of flares. For example,
only 2.9% of solar flares in 2017 were of X class.

In this study, we divided the training and test sets based on time-series cross-
validation, which is a standard method used in time-series forecasting tasks [26].
With time-series cross-validation, the corresponding training set consists only of
observations that occurred prior to the observations that form the test set. Ta-
ble 2 presents the numbers of samples included in each divided set. The training
and test sets were used for parameter training and evaluation, respectively.

The experimental setup is summarized in Table 3, where HMM and AMM

denote the hidden size and number of attention heads in the MM, respectively,
and HSFM and ASFM denote those in the SFM. Our model has 3.65 million
parameters. The proposed model was trained on an RTX 2080 Ti with 11GB of
GPU memory and an Intel Core i9 processor. It took approximately 90 min to
train our model. The inference time was approximately 65 ms.
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5.2 Evaluation Metric

We evaluate the model by GMGS [6], TSS [10] and BSS [15]. The GMGS is
defined as follows:

GMGS = tr(S⊤ · P ) , (20)

where S and P denote the I-rank scoring matrix with an element sij and I-
categorical contingency table with an element pij , respectively. The GMGS is
used as an important metric in recent studies for solar flare prediction [10]. The
elements sij for the symmetric score matrix S is defined as follows:

sii =
1

I − 1

[
i−1∑
k=1

a−1
k +

I−1∑
k=i

ak

]
(1 ≤ i ≤ I) , (21)

sij =
1

I − 1

i−1∑
k=1

a−1
k +

j−1∑
k=i

(−1) +

I−1∑
k=j

ak

 (1 ≤ i ≤ j ≤ I) , (22)

ai =
1−

∑i
k=1 pk∑i

k=1 pk
(1 ≤ i ≤ I) , (23)

pi =

I∑
j=1

pij (1 ≤ j ≤ I) . (24)

The TSS is defined as follows:

TSS =
TP

TP + FN
− FP

FP + TN
, (25)

where TP, FP, FN, TN denote the number of true positive, false positive, false
negative, and true negative samples for a contingency table, respectively.

The BSS is a standard metric for solar flare prediction that evaluates the
reliability of the forecast [15]. The BSS is defined as follows:

BSS =
BS− BSc
0− BSc

, (26)

BS =

N∑
n=1

I∑
i=1

(p(ŷni)− yni)
2 , (27)

BSc =

N∑
n=1

I∑
i=1

(f − yni)
2 , (28)

where N , I, yni, p(ŷni), and f denote the number of samples, the number of
classes, the label of the i -th class for the n-th sample, the predicted probability
of the i -th class for the n-th sample, and climatological event rate, respectively.

1497



Flare Transformer: Solar Flare Prediction 11

Table 4. Quantitative comparison. The best scores are in bold.

Method GMGS↑ TSS≥M↑ BSS≥M↑
DeFN [17] 0.375±0.141 0.413±0.150 -0.022±0.782

DeFN-R [15] 0.302±0.055 0.279±0.162 0.036±0.982

Ours (FT) 0.503±0.059 0.530±0.112 0.082±0.974

Human [10,14] 0.48 0.50 0.16

5.3 Experimental Results

We conducted experiments based on time-series cross validation. Table 4 shows
the quantitative results of the baselines and proposed method. The average and
standard deviations of the scores are reported. The DeFN [17] and DeFN-R [15]
models, which only take physical features as input, were used as the baseline
methods. The results given by DeFN and DeFN-R were reproduced by ourselves.
We evaluated the models by GMGS [6], TSS≥M [10] and BSS≥M [15]. “≥M”
indicates that the model was evaluated after the output had been categorized
as either “≥M” or “<M”. We used GMGS and BSS≥M as the primary metrics.
GMGS is a metric for multi-categorical forecasts and satisfies equitability [10],
whereas BSS is a standard metric for solar flare prediction that evaluates the
reliability of the forecast [15]. The approximated version of GMGS is shown for
the 2016 test set because no X-class flares occurred in 2016.

Table 4 indicates that the GMGS of the DeFN, DeFN-R, and FT methods
are 0.375, 0.302 and 0.503 points, respectively. Therefore, the FT outperformed
DeFN by 0.128 points in terms of GMGS. Table 4 also presents the perfor-
mance of human experts. Kubo et al. reported that GMGS and TSS≥M for daily
forecasting operations by human experts were 0.48 and 0.50, respectively, for
the period 2000–2015 [10]. Our method outperform human experts in terms of
GMGS and TSS≥M, which indicates that FT is very promising.

Fig. 4 shows the qualitative results. Fig. 4(a) shows line-of-sight magne-
tograms from 21:00–23:00 on September 5, 2017 and standardized physical fea-
tures. Note that, of the 90 features, only the first 20 positive values of ft are
displayed because of space limitation. The prediction is y∗t =“X”. An X-class
solar flare occurred at 12:02 on September 6, 2017, which is within 24 h of 23:00
on September 5, 2017. Therefore, the model was able to predict the correct
maximum solar flare class. Similarly, a sample that was correctly predicted as
an M–class solar flare is shown in Fig. 4(b). Fig. 4(c) shows a failure case. The
prediction is y∗t =“M” with p(y∗t =“M”) = 0.47 and p(y∗t = “X”) = 0.40. Be-
cause an X-class solar flare occurred within 24 h of time t, the prediction was
incorrect. However, the predicted probability indicates that this was a marginal
prediction. The above results indicate that our model gives better predictions
than can be achieved by human experts in terms of GMGS and TSS.

5.4 Ablation Studies

We set the following ablation conditions :
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Fig. 4. Three samples of qualitative results. The model predicted the correct flare
class for samples (a) and (b), while the model predicted the incorrect flare class for
sample (c). (a) X-class solar flare. (b) M-class solar flare. (c) X-class solar flare but was
predicted as M-class solar flare.

(a) We removed Ft−k+1:t to investigate the performance when Vt−k+1:t is used
as the input.

(b) We changed NF to investigate the performance when NF is reduced.

(c) We changed NV to investigate the performance when NV is increased.

Table 5 presents the quantitative results for the ablation studies. The GMGS
decreased by 0.283 points under condition (a). This result indicates that the in-
troduction of the SFM to handle both image and physical features was beneficial
to the performance. Under conditions (b) and (c), the scores of each metric fluc-
tuated slightly. We selected condition (d) as the proposed method because the
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Table 5. Quantitative results for ablation studies. (a) w/o Ft−k+1:t (b) (NV , NF ) =
(1, 1) (c) (NV , NF ) = (2, 2) (d) (NV , NF ) = (1, 2).

Conditions GMGS↑ TSS≥M↑ BSS≥M↑
(a) 0.220±0.116 0.198±0.371 -1.77±0.225
(b) 0.516±0.089 0.485±0.082 0.052±1.05
(c) 0.563±0.070 0.551±0.123 0.011±0.965

(d) 0.503±0.059 0.530±0.112 0.082±0.974

Fig. 5. GMGS and BSS≥M plotted against k.

scores were well balanced. The above results indicate that handling both mag-
netograms and physical features as input was beneficial to performance.

To investigate the effect of past images on prediction performance, we eval-
uated GMGS and BSS≥M for various k. For example, k = 4 means that xt−3:t

was used as the model input. The results in Fig. 5 shows that the highest values
of GMGS and BSS≥M occur at k = 1 and k = 4, respectively. This indicates
that k = 1 is sufficient to maximize GMGS. However, it also indicates that we
need to consider an appropriate k in order to balance it with BSS≥M.

5.5 Error Analysis

Table 6 presents the confusion matrix for our method using 2017 test set. For
the X-class, there were 20, 77, 16, and 7878 true positive (TP), false positive
(FP), false negative (FN), and true negative (TN) samples, respectively.

Table 7 categorizes the failed cases. We define the influence of failure cases
on GMGS as follows:

GMGSInfluence =
cij(sii − sij)

N
, (29)

where cij and sij denote the element (i, j) for the confusion matrix and for the
GMGS score matrix [6], respectively. Table 7 indicates that the bottleneck is
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Table 6. Confusion matrix for 2017 test set.

Predicted Flare Class
O C M X

Observed
Flare
Class

O 7269 210 34 12
C 84 150 29 22
M 18 50 34 43
X 1 0 15 20

Table 7. The error analysis by GMGSInfluence for 2017 test set.

Observed Class Predicted Class GMGSInfluence

X M 0.1335
M C 0.0885
C O 0.0578
M O 0.0442
X O 0.0114

the misprediction of X-class for M-class flares. This suggests that methods to
alleviate this bottleneck will effectively enhance the prediction performance.

6 Conclusion

In this paper, we proposed the Flare Transformer (FT), a method for predict-
ing the maximum solar flare class that will occur within 24 h. The following
contributions of this study can be emphasized:

– We proposed the FT method, which handles both line-of-sight magnetograms
and physical features through the MM and SFM.

– We introduced transformer attention mechanism [27] to model temporal re-
lationships between input features.

– We introduced the GMGS and BSS losses to balance the two major metrics
in solar flare prediction.

– We have demonstrated that our model gives better predictions than can be
achieved by human experts in terms of GMGS and TSS.
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