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Abstract. Detecting defects in printed labels is essential to ensure prod-
uct quality. Reference-based comparison is a potential method to chal-
lenge this task, which is widely used for defect detection. However, this
method gets poor performance under large deformation, due to the lack
of ability of registering the testing image with the reference image. There-
fore, accurate image registration is an urgent case for defect detection
of printed labels. In this paper, a patch-based multi-scale pyramid regis-
tration network (PPR-Net) is proposed. First, an image patch splitting
and stitching strategy is proposed, which is scalable in image resolu-
tion. Second, a multi-scale pyramid registration module is designed to
fuse multiple convolutional features to enhance the registration capabil-
ity for large deformation, which gradually refines multi-scale deforma-
tion fields in a coarse-to-fine manner. Third, a distortion loss function
is introduced to improve text distortions of registered images. Finally, a
synthetic database is generated based on real printed labels, to simulate
defective printed labels with large deformation for performance compar-
ison. Extensive experimental results show that our method dramatically
outperforms other comparable approaches.

Keywords: Printed labels - multi-features fusion - artifact - deformable
registration - defect detection.

1 Introduction

Nowadays, manufacturing enterprises of electronic products are facing fierce
competition, and improving product quality is crucial to enhance competitive-
ness. As an essential part of electronic products, printed labels are widely used.
Therefore, it is of great significance to perform defect detection of printed la-
bels during manufacturing. Up to now, one of the most widely used techniques is
the reference-based comparison method. This method stores a reference image in
advance and then compares it with the testing image at pixel-by-pixel or feature-
by-feature level. If any pixels or features do not match, defects may exist [14, 20].
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4061
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However, most printed labels are manufactured from non-rigid materials. Due
to the mechanical vibration and distortion of printed labels, large deformations
are inevitably introduced. At present, there is no uniform specification to define
large deformation. Here, we use the average mean square error (MSE) to eval-
uate large deformation. Subsequently, these deformations may result in obvious
artifacts after image subtraction, increasing the difficulty of defect detection.

Based on this aforementioned analysis, accurate image registration becomes
an urgent case for defect detection of printed labels. At present, image registra-
tion algorithms can be categorized into two groups: traditional and deep learning
methods. Traditional methods can be roughly divided into two categories: pixel
grayscale-based and feature-based registration methods. Pixel grayscale-based
method is stable and usually measures the similarity of two images based on
full grayscale information, such as the normalized cross-correlation registration
algorithm [19]. However, the pixel grayscale-based method is often computation-
ally expensive and sensitive to illumination. The feature-based method usually
extracts image features, such as corner, edge, shape, and texture. The existing
feature extraction operators mainly include SIFT operator [11], SURF operator
[3], AKAZE operator [1], and so on. These feature-based methods have a low
computational cost and strong robustness. However, such methods seem to be
ineffective [7] for images with inconspicuous features.

In recent decades, many deep learning-based methods have been innovated to
achieve image registration. There are several recent works [9, 15,17, 18] to learn a
function for image registration based on neural networks. However, most of them
rely on ground truth deformation fields for training models. By contrast, our
PPR-Net is an unsupervised method. Since the success of the spatial transformer
network [6], unsupervised deep learning techniques have achieved state-of-the-
art performance in many registration tasks. For example, Balakrishnan et al.
[2] proposed an unsupervised registration network (VoxelMorph), which makes
a straightforward prediction of the deformation field based on the U-net [16]
structure. However, VoxelMorph is usually limited to small deformations. To
solve this issue, recent works, such as DDN [13], PRDFE [21], and Dual-PRNet
[5], introduced new improvements to handle large deformations. Nevertheless,
few of them pay attention to the text distortion of registered images, which has
a great impact on the accuracy of defect detection.

To address the above challenges, we focus on the enhancement of large de-
formable image registration. Our main contributions are:

1) We introduce a patch-based image splitting and stitching strategy, which is
scalable in image resolution and overcomes the limited memory of GPUs.

2) We propose a multi-scale pyramid registration module with a multi-feature
fusion strategy. Multi-scale deformation fields are refined gradually in a
coarse-to-fine manner, to boost the registration performance for large de-
formations.

3) We design a novel distortion loss function, which is incorporated with shift-
invariant loss, to improve text distortion of registered images.
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PPR-Net for defect detection of printed label 3

4) We generate a synthetic database based on real printed labels, to simulate
defective printed labels with large deformation. Furthermore, we evaluate
the accuracy of registration from two aspects: pixel level and defect detec-
tion. Experimental results show that our method performs better than other
compared methods.

The remainder of this paper is organized as follows. Section 2 presents the
details of our proposed method. Section 3 presents our experimental results,
followed by a conclusion in Section 4.

2 Method

2.1 The proposed framework

Fig. 1 shows the overall framework of our method. It consists of an image reg-
istration network with a patch-based image splitting and stitching strategy, fol-
lowed by reference-based comparison defect detection (RCDD) to evaluate the
accuracy of image registration. Fixed image, moving image and warped image
represent reference image (defect-free), testing image and registered image, re-
spectively. Patches are first extracted from fixed and moving images based on
the image splitting strategy, then fed into the registration network. After image
registration and stitching, a final registered image is obtained. In this paper, we
focus on image registration, which is used for defect detection of printed labels.

Patch

Registration| =% Patch w
==
Network |” (£ 17| smching}‘

Patch
Detection result

ld— ———— Image registration network with patch splitting and stitching strategy - ———— —>|<— - Defect detection - —b‘

Fig.1: The proposed framework for image registration. Iy and I,, are the fixed
and moving image, which are split into patches Iy, and I,,,. I, are patches
warped by registration. I,, is the image stitched from I,,p.

2.2 Patch splitting and stitching strategy

Table 1 shows that resolutions of testing images are different, and a common
approach is to resize them to the same size before image registration. However,
resizing the image is not recommended, as it may result in some inconspicuous

4063
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defects being missed. In addition, GPU memory is limited in the real-world in-
dustrial scene. To deal with these problems, we introduce a patch-based image
splitting and stitching strategy, as shown in Fig. 2. For image splitting, slide
patches are generated by sliding a window on fixed and moving images, respec-
tively. A sliding window starts from the red frame and slides w — [ pixels per step
along the X axis. After reaching the right edge of the testing image, the sliding
window returns to the location of the yellow frame and slides along the X axis
again. ¢ is the number of slide patches, and ¢ = [(W—1)/(w—1)|x[(H-1)/(w—1)].
W x H and w X w are the size of the testing image and sliding window, respec-
tively. [ is the overlap pixels. The location of image stitching is at half of the
overlap of two adjacent slide patches. Algorithm 1 and 2 gives the details.

1) I X x1y) < oy X

- il =
sliding =N , Location of
o Ex 206 image stitching

Fire TV Stick- ope

et

=]

£

=)l

(a) Image splitting (b) Image stitching

.........

Fig. 2: Patch splitting and stitching strategy. (1, y1) is the upper-left coordinate
of the sliding window.

Algorithm 1: Image splitting
Input: I,,, Iy, l,w,W,H,q

Output: Sets P™, ]P’f7 C, contain moving, fixed patches and corresponding coordinate.
1 forie [0,[(H —1)/(w—1)] —1] do

2 if (w—1)*i+4+w) > H then
3 | 11=H-w
4 else
5 | v1=(w-—1)*i
6 end
7 for j € [0,[(W —1)/(w —1)] — 1] do
8 if (w—1)*j+ w) > W then
9 | z1=W —w
10 else
11 | z1=(w—1)x*j
12 end
13 Put a w X w sliding window at (x1,y1) of I, and Iy, put the areas of the two
sliding windows into P™ and P/. Put (y1, 1) into C.
14 end
15 end

16 Output P™ = (P, Py, ..., P}, Pf = {P{,P], ... . P{}, C={C1,Cq,...,Cp}.
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Algorithm 2: Image stitching

Input: Iﬁ)p,

Output: [,

1 for C € C do

2 y = Cg[0], © = Cg[1] // Ck[0],Ck[1] meaning the coordinates of Y and X axes.
3 if (y==0 and £ == 0) then

4 | Lwl0:w—1/2,0:w—1/2] =15, [0:w—1/2,0:w—1/2];

5 else if (y == 0 and = # 0) then
6

7

8

9

C, l,w,q. Ifzp means the k-th warped image patch, £ =1, ..., q.

‘ Ipy:y+w—1/2,z+1/2:z+ w) :I:f)p[O:wfl/2,l/2:w];
else if (y # 0 and x == 0) then
‘ Lyly+1/2:y+w,z:z+w—1/2] =I5)p[l/2:'w,0:'w—l/2];

else
10 ‘ Iply+1/2:y+w,z+1/2: 2+ w]= Iff,p[l/Z Tw, /2 w];
11 end
12 end

13 Output the final warped image I,,.

2.3 Multi-scale pyramid registration network

Given a pair of fixed image and moving image which are defined over a 2D spatial
domain 2 C R?, image registration seeks to find a coordinate transform between
the image pair. A convolutional neural network (CNN) is adopt to model a func-
tion f to estimate the optimal deformation field & = fo(Ifp, Imp). 6 represents
the learnable parameters of function f. Iy, and I,,, are corresponding patches
extracted from the fixed and moving image. Fig. 3 illustrates the architecture
of our proposed registration network, which consists of an encoder module, a

decoder module, and a multi-scale pyramid module.

Encoder module

— Data flow  ----» Skip connection @  Deformation field

— Loss flow @ Concatenate Spatial Transformer

Conv

Max Pooling + X2up + Concatenate +
D 3x3 Cony —‘ oone qunce\lcnm: E j oncatenate
L 33 Cony 3 Conv

v
I

. - { )
—5[ix1 Con] >[ ST 333 Convje ()« [3x3 Com]ei

om |

Warped feature 2 X2 up
(o] [ow]

—4 ST )—-ﬁsxs Convlﬂ—éd—l}xSComlt

Fig. 3: The architecture of our proposed registration network. P; means the i-th
pyramid layer. Details of the multi-scale pyramid module are shown on the right.
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Encoder module. We adopt an encoder with the same architecture as Voxel-
Morph [2], which consists of five encoding blocks, named Fj, ..., E5. Fixed and
moving patches are concatenated and fed into the first encoding block, with a
3 x 3 convolution. The rest encoding blocks consist of a 3 x 3 down-sampling
convolution with a stride of 2, which reduces the resolution of input image pairs
by a factor of 16 in total.

Decoder module. There are also five decoding blocks in the decoder module,
named Dy, ..., D5. We apply skip connections to the corresponding encoding and
decoding blocks. The first four decoding blocks consist of a 3 x 3 up-sampling
convolution with a stride of 2, followed by a concatenation and 3 x 3 convolu-
tion. Unlike VoxelMorph [2], to allow the network to learn stronger and more
discriminative convolutional features, we fuse the multi-scale warped features
into the corresponding decoding blocks. The warped features are generated by
spatial transformation on the i-th pyramid layer, as shown on the right of Fig. 3.

Multi-scale pyramid module. VoxelMorph [2] only generates a single defor-
mation field, which limits its ability to deal with large deformations. To overcome
this, we introduce a multi-scale pyramid module with multi-features fusion, as
follows: 1) We apply 1 x 1 convolution to the corresponding encoding blocks
to extract multi-scale convolutional features, as the first input to spatial trans-
former (ST). 2) We estimate multi-resolution deformation fields @; on the i-th
pyramid layer, as the second input to ST. Especially, we adopt a multi-resolution
deformation field fusion (MDFF) mechanism: a low-resolution deformation field
is gradually fused into the high-resolution one by a series of operations, such
as up-sampling, concatenation, and convolution. 3) Multi-scale warped features
fusion (MWFF) mechanism. We perform spatial transform by ST on each pyra-
mid layer and obtain corresponding warped features, which are concatenated
into corresponding decoding blocks for further convolutional feature fusion.
Specifically, the multi-resolution deformation fields are defined as:
& — Conv3*3 (C’at (Up(@iﬂ),Conv?’X?’ (PiD))) , 1=1,2.3,4
i = : (1)
Conv®*3 (PP), i=5

where @; indicates the i-th deformation field, Conv®*3(.) denotes a 3 x 3 convo-
lution, Cat(.,.) is the concatenation operation, Up(.) represents a up-sampling
with a factor of 2, PP represents the i-th decoding feature generated by the
decoder module and fed into the i-th pyramid layer. Besides, the multi-scale
warped features are defined as follows:

PY = ST (Conv'** (PF) ,®;) ,i=2,..,5 (2)

where P}V represents the i-th warped feature on the i-th pyramid layer, ST(.,.)
is a spatial transformer function implemented by VoxelMorph [2], Conv*1(.)
indicates a 1 x 1 convolution, P¥ represents the i-th encoding feature generated
by the encoder module.
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PPR-Net for defect detection of printed label 7

The above multi-scale features PF, PP and P}V are implemented sequen-
tially to estimate the final deformation field, which fuses multiple convolutional
features with multi-scale deformation fields gradually in a coarse-to-fine manner.

Finally, the warped image patch is obtained by:
Ly = ST (. $1) (3)

where @; is the final deformation field.

2.4 Loss function

Based on our observations, text distortions may occur after image registration,
which directly affect the accuracy of subsequent defect detection. To this end,
we design a distortion loss Lg;s¢, which consists of the MSE loss L., the local
spatial variation loss Lgmnooth, and the shift-invariant loss Lg;. The distortion loss
is calculated as follows:

Ldist(lfzn I’wp; Q)l) = Lmse(lfzn pr) + )\1 (Lsmooth(q)l) + Lsi(If;m pr)) (4)

whered \; is a regularization trade-off parameter. The L,,sc and Lgpooth are
defined as follows:

Lmse(pra pr) = %Z(pr(l) - ITIJP(i))z (5)

K2

Lsmooth(él) == Z || \V4 (@1)”2 (6)

where Ly,s(.,.) measures image similarity between its two inputs, and n is the
number of elements in I,,. Iy, is the corresponding patch extracted from the
fixed image, and I, is the image patch warped by registration. Lgsmootn(.) is
a regularization constraint on the final deformation field @; to enforce spatial
smoothness, 57 represents the spatial gradients. Motivated by [12], we also use a
shift-invariant loss L,; to handle the shift problem, which is defined as follows:

1 A2
LoilTgp: Tup) = — 3 ldil = 223 (7)

%

where d; = I5p(i) — Twp(3), I7p(2) is the corresponding ground truth value and
I,p(i) is the predicted value at index ¢, and Ay controls the strength of the
second term. Notably, the L,; does not care about the absolute value of I,,,(¢).
It enforces that the difference between I,,,(i) and I,,,(j) should be close to that
between If,(i) and I¢,(j). Therefore, Ly; is helpful to alleviate the influence of
shift.
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2.5 Reference-based comparison defect detection (RCDD)

As illustrated in Section 1, RCDD is one of the widely used method to detect
defects of printed labels. In this paper, we first utilize PPR-Net to perform
image registration, then conduct RCDD. Fig. 4 shows the process of RCDD. The
input is a pair of fixed and warped images. First, a median filter is applied for
denoising. Subsequently, the warped image is subtracted from the fixed image to
get a difference image. Second, a morphological opening operation with a 3 x 3
structure element is performed on the difference image for further denoising.
Finally, a low-threshold filter with threshold T’ is applied to binarize the
image, where a pixel value larger than T';jse, is set to 255, otherwise 0. In the
defect discrimination stage, if the area of a white pixel region in the binary image
is larger than the threshold T, ¢4, this region will be judged as a defect. Based
on our observation, a pixel value lower than 20 is difficult to be distinguished
by human beings, and defects with a pixel area less than 5 can be ignored.
Therefore, we set Ttjizer and Toreq to 20 and 5, respectively.

Result F5 ©
image q'

oY

Median filter Median filter

Morphological
opening operation

Binarization

Defect discrimination

Binary
image

Fig. 4: The process of reference-based comparison defect detection.

2.6 Discussion

Herein, we discuss the differences between our PPR-Net and other compared
deep learning methods, such as VoxelMorph [2], DDN [13], and PRDFE [21].

1) Difference with VoxelMorph [2] and DDN [13]: Both VoxelMorph and DDN
predict only a single deformation field, which limits their ability to deal with
large deformations. Differently, PPR-Net can predict multi-scale deformation
fields based on the multi-level pyramid, which refines the deformation fields
gradually and boosts the registration performance of large deformations. In
addition, VoxelMorph takes the entire image as input rather than patches,
which can not handle the images with different sizes. By contrast, PPR-
Net uses a patch-based image splitting and stitching strategy, with better
scalability of image resolution.
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PPR-Net for defect detection of printed label 9

2) Difference with PRDFE [21]: The methods of generating deformation fields
are different. PRDFE uses the warped moving and fixed features to estimate
their residual deformation field at each pyramid scale. Differently, PPR-Net
adopts the multi-scale warped features fusion (MWFF) mechanism to fuse
warped features into corresponding decoding blocks, which further enhances
the registration robustness of large deformation. Furthermore, PPR-Net is
more accurate than PRDFE with less registration time, which will be re-
ported in the experimental section.

3) All above compared methods ignore the text distortion in registered images,
which may result in a high false positive rate. Differently, we introduce a
novel distortion loss function incorporated with a shift-invariant loss to pe-
nalize the text distortion, which helps to reduce the false positive rate.

3 Experiments

3.1 Dataset generation

As illustrated in Section 1, printed label images captured from the production
line may exhibit large deformation compared with the reference image. Thus, to
evaluate the performance of image registration, we need an industrial printed
labels database with large deformations and defects. However, there is no such
public database. To this end, we create a synthetic database in which deformable
images are generated via the perturbed mesh generation algorithm [12]. We
adjust the parameters d and « in [12] empirically to get proper images. Table 1
shows the summary of 10 training sets in our database. Each training set consists
of one reference image and 200 synthetic images with large deformations. During
the training stage, we randomly extract image patches with a size of 512 x 512
from synthetic images and corresponding reference images.

For testing sets, we collect four kinds of defect-free printed labels from a fac-
tory. To evaluate the registration performance with defect samples, we randomly
generate 10 artificial defects for each image based on [10]. Table 1 gives a sum-
mary of our database and Fig. 5 shows some representative samples in testing
sets.

CANICES 30 MBI
GGk ree Gt

Table 1: Summary of our database.

Image size

Dataset Dataset Name Number of images

(W x HxC) Made in China (R E#i& )

Consr 1210 x 1396 x 1 201 (a) Label-A (b) Label-B

Devr 2482 x 1457 x 1 201 LPoverupyour Al Vo Remate 3. Conplte th nscrensetp Read License Before Opening

Donr 3300 x 1316 x 1 201 BH3HET (£ AR LED

Jackr 2694 x 1568 x 1 201 Al
Training set Nomr 1644 x 1414 x 1 201

Tvboxr 1267 x 1214 x 1 201

Ubiqr 900 x 873 x 1 201

‘Warr 833 x 833 x 1 201

Xg2r 1338 x 1338 x 1 201

Label-A 1092 x 714 x 1 1,475 nga antes de abrir
Testing ser VAP B 969 x 1133 x 1 1,325 () Label-C (d) Label D

) Label-C 2774 x 1509 x 1 1,400
Label-D 1389 x 680 x 1 1,472

Fig.5: Some representative samples
in testing sets.
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3.2 Evaluation metrics

In this paper, we evaluate the registration performance based on three metrics:
MSE, F} score, and registration time. Among them, MSE is introduced to eval-
uate the registration accuracy at the pixel level, and the F} score is used for
defect detection. For RCDD, better registration means better defect detection.
The MSE and F} score are defined as follows:

N

Fy = 2PR/ (R + P) 9)

where N is the number of elements in I,, R = TP/(TP+ FN), R means
the recall, P = TP/ (TP + FP), P means the precision, true positive (TP)
indicates real defects that are correctly predicted as defects, false positive (FP)
represents the non-defects that are incorrectly predicted as defects, and false
negative (F'N) means real defects that are incorrectly identified as non-defects.
A defect is determined if the intersection over union (IoU) with the ground truth
box is larger than 0.001.

3.3 Implementation details

The network is implemented using Keras [4], and trained with the Adam op-
timizer [8] with a learning rate of 0.001 on an Nvidia RTX2080 Ti GPU. The
min-batch size is set to 4. During the training and testing stages, the image
patch size w X w is set to 512 x 512. The overlap size [ is set to 16. The gen-
eration of the synthetic dataset and defect detection are conducted in Python
3.6 with OpenCV. The channel numbers of encoding and decoding blocks are
[16, 16, 16,16, 16] and [16, 16, 16, 16, 8].

3.4 The parameter choice of A1 and \2

To verify how the values of A1 and A2 affect registration performance, we con-
ducted experiments by varying these two parameters. As shown in Table 2, we
evaluate the set (A1,A2) in {(0.05, 0.05), (0.05, 0.10), (0.05, 0.50), (0.05, 1.00),
(0.10, 0.10), (0.10, 0.50), (0.10, 1.00), (0.50, 0.10)} on all testing sets, where
the average MSE varies from 7.059 to 11.471. The best result is achieved by
(0.05,0.10). Therefore, we choose the best-optimized set (A1 = 0.05, A2 = 0.10).

3.5 Comparison with baselines and time complexity

MSE is utilized to evaluate image registration performance at the pixel level.
Table 3 demonstrates that our method has the lowest average MSE (7.059)
and gets the lowest value for each testing set. PRDFE (8.492) and VoxelMorph
(9.377) are close to our method. By contrast, the average MSE of traditional
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Table 2: Effect of varying parameters A1 and A2 on MSE (x10~%) (Bold: best).
AL A2 |Label-A Label-B Label-C Label-D|Average MSE

0.05 0.05| 17.170  5.460 3.961 11.928 9.630
0.05 0.10{13.812 3.252 2.625 8.548 7.059
0.05 0.50| 15.245 4.339  3.095 10.287 8.242
0.05 1.00| 15.212 3.816  2.833 10.311 8.043
0.10 0.10| 16.494 5.393 3.910 11.713 9.378
0.10 0.50| 15.655 4.424  3.203 10.880 8.541
0.10 1.00| 19.367 6.698 5.011 14.806 11.471
0.50 0.10| 17.804 6.793  4.823 13.691 10.778

methods, such as SIFT (23.728), SURF (23.134), and AKAZE (30.806), are
relatively high.

In terms of F} score, Table 4 shows several existing methods to illustrate the
effectiveness of our proposed method. Our method yields the highest average F}
score of 0.7916, which is a new state-of-the-art performance. Further, our method
clearly outperforms these existing methods, for PRDFE (0.6520), VoxelMorph
(0.6378), SIFT (0.4227), SURF (0.4210), AKAZE (0.3682) and DDN (0.2629)
with improvements of 13.96%, 15.38%, 36.89%, 37.06%, 42.34%, and 52.87%,
respectively. In addition, our method also achieves the highest Fj score for each
testing set.

Table 5 shows the comparison of registration time. Traditional methods take
a longer time than deep learning methods. Although VoxelMorph achieves the
best result (0.3087 s), our registration time (0.3913 s) is close to VoxelMorph
which is still in real-time.

Table 3: Comparison on MSE (x10~%) (Bold: best).

Method ‘Label-A Label-B Label-C Label-D‘Average MSE
SIFT [11] 34.682 16.133 14.234 29.864 23.728
SURF |3] 34.027 15.575 13.678 29.256 23.134
AKAZE [1] 38.823 17.550 34.414 32.436 30.806
VoxelMorph [2]| 17.396  4.877  3.832 11.402 9.377
DDN [13] 30.030 11.100 11.139 16.546 17.204
PRDFE [21] 15.530 4.724 3.539 10.173 8.492

PPR-Net 13.812 3.252 2.625 8.548 7.059

Table 4: Comparison in terms of average Fj score (Bold: best).

Method [Label-A Label-B Label-C Label-D|Average Fi
SIFT [11] 0.6275 0.3830 0.1545 0.5257 | 0.4227
SURF [3] 0.6262 0.3747 0.1520 0.5312 | 0.4210
AKAZE [1] | 0.5615 0.3626 0.1425 0.4061 | 0.3682
VoxelMorph [2]| 0.6477 0.6890 0.4145 0.8000 | 0.6378
DDN [13] 02722 0.3896 0.0677 0.3221 | 0.2629

PRDFE [21] 0.7203 0.6867 0.4258 0.7753 | 0.6520
PPR-Net 0.7462 0.8571 0.7004 0.8625| 0.7916
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12 Li, D. et al.

Table 5: Comparison in terms of registration time (s) (Bold: best).

Method ‘Label-A Label-B Label-C Label-D‘Average time (s)
SIFT [11] 0.9877 0.6125 3.0090 0.6807 1.3225
SURF [3] 0.6032 0.4320 2.4815 0.5781 1.0237
AKAZE [1] 0.4636 0.5166 1.7136 0.5161 0.8025
VoxelMorph [2]/0.1665 0.1679 0.7037 0.1965 0.3087
DDN [13] 0.1731 0.1752 0.7854 0.2190 0.3382
PRDFE [21] 0.2359 0.2367 0.9437 0.2168 0.4083
PPR-Net 0.1996 0.2236 0.8997 0.2421 0.3913

3.6 Ablation studies for PPR-Net

For PPR-Net, we improve the distortion loss function Lg;s; and the multi-scale
pyramid module with multi-features fusion. To figure out the performance of
each part, we discard some parts of PPR-Net and get some models. Table 6
shows the settings for different models. Model “PPR-Net-w/o-Lg;” means re-
moving the shift-invariant loss Lg; from the distortion loss Lg;s:. Model “PPR-
Net-w/o-MDFEF” represents PPR-Net without the gradual fusion from the low-
resolution deformation field to the high-resolution one. Model “PPR-Net-w/o-
MWFF” means removing warped features at pyramid layers from P, to Ps.
Model “PPR-Net-Single-scale” represents that the multi-scale pyramid module
is changed to single-scale by removing pyramid layers from P, to Ps.

Table 7 and Table 8 show the comparison results in terms of MSE and F}
score. After the pyramid module is changed from multi-scale to single-scale,
the average MSE increases significantly from 7.059 to 8.973 and the F} score de-
creases from 0.7916 to 0.6440. After removing MWFF, the average MSE increases
from 7.059 to 8.951, and the F} score drops from 0.7916 to 0.6609. Therefore,
the most significant improvement is the multi-scale pyramid, and the second one
is the MWFF. Meanwhile, compared with other models, our PPR-Net has the
best MSE and F} score on all testing sets.

Table 6: The settings of different models.

Multi-scale pyramid
°* [Multi-resolution deformation| Multi-scale warped
fields fusion (MDFF) features fusion (MWFF)

Model L Single-scale pyramid

PPR-Net-w/o0-Lg; No Yes Yes No
PPR-Net-w/o-MDFF |Yes No Yes No
PPR-Net-w/o-MWFF|Yes Yes No No
PPR-Net-Single-scale |Yes No No Yes
PPR-Net Yes Yes Yes No

3.7 Qualitative results

Fig. 6 shows that our PPR-Net achieves more accurate alignment than the com-
pared methods. For SIFT, SURF, and AKAZE, a black region is introduced
on the left of the registered images, resulting in false detection. Further, DDN
and PRDFE get significant text distortion compared with PPR-Net. Although
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Table 7: Ablation study in terms of MSE (x10~*) (Bold: best).

Model ‘Label—A Label-B Label-C Label—D‘Average MSE

PPR-Net-w/o-Ls; 15311  3.641  2.890 10.103 7.986
PPR-Net-w/o-MDFF | 15.398  3.401  2.813 10.038 7.913
PPR-Net-w/o-MWFF| 16.362 4.814  3.733  10.893 8.951
PPR-Net-Single-scale | 16.344 4.704  3.887 10.955 8.973
PPR-Net 13.812 3.252 2.625 8.548 7.059

Table 8: Ablation study in terms of Fy score (Bold: best).

Model ‘Label-A Label-B Label-C Label-D‘Average Fy

PPR-Net-w/o-Lsi 0.7265 0.8567 0.6976 0.8329 | 0.7784
PPR-Net-w/o-MDFF | 0.7432 0.8563 0.6884 0.8114 | 0.7748
PPR-Net-w/o-MWFF| 0.7071 0.7126 0.4123 0.8117 | 0.6609
PPR-Net-Single-scale | 0.7012 0.7208 0.3543 0.7996 | 0.6440
PPR-Net 0.7462 0.8571 0.7004 0.8625| 0.7916

the performance of VoxelMorph is close to ours, a certain text distortion can be
observed, such as the letter “T” of “This device” in Fig. 6e. Fig. 7 gives a compar-
ison of subtraction images, and our method is the best with the fewest artifacts.
By contrast, DDN yields significant artifacts, and the traditional methods, such
as SIFT, SURF, and AKAZE, all have artifacts generated by the above black
regions. Fig. 8 visualizes a comparison among compared methods and PPR-Net
(Label-B), and the compared methods do exist with more FP or FN.

(a)i\rloving; image (b) SIFT [11] (c) SURF (3] (d; AKAZE [1]

mwwiaswm\
"mm(mdm follawing wo conditi mmm
iﬂﬂ)ﬂlsu md(2)‘|1ls< 8!.1(2)'“!5(
(e) VoxelMorph f) DDN [13] (g) PRDFE [21] PPR Net

Fig. 6: Registration performance visualization (Label-A). (a) is the moving image
with an ROI indicated by the red frame, (b)-(h) are the corresponding warped
images of the red frame of (a).

4 Conclusions

In this paper, we proposed a patch-based multi-scale pyramid registration net-
work for printed labels with large deformation. We adopt a patch-based image
splitting and stitching strategy, which can scale to larger image resolution. PPR-
Net allows recurrently refining the deformation fields with multi-scale convolu-
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msia) ---

(b) SIFT [11] (c) SURF [3] (d) AKAZE [1]

) VoxelMorph [2] (f) DDN [13] ) PRDFE [21] ) PPR-Net

Fig. 7: The visualization of difference images. After image registration, warped
images are subtracted from the fixed image. (a) is a moving image from Label-A.
(b)-(h) are corresponding difference images of the red frame of (a) .

(a) Moving image (b) SIFT [11]

what'sinthebox Wihat's ifthe box What's irithe box
‘e ﬂ

| :

S |ope r" =

Qa GU : ‘ ) Q 2 [:m ]
éﬁQ %; C/ ] & ] & ”1 pJ CJ o & u C] 0

(e )\nxel\[orph 2] (t) DDN [1;\ (g ) PRDFE \11] (h) PPR-Net

Fig.8: Visualization of defect detection results (Label-B). The results of TP,
FP, and FFN are marked with red, green, and yellow frames, respectively.

tional features in a coarse-to-fine manner, which helps handle large deformations.
Further, we introduced a novel distortion loss function incorporated with shift-
invariant loss, which can improve text distortion after image registration. Finally,
we generated a synthetic database based on real printed labels and evaluated reg-
istration performance. The experimental result shows that our method outper-
forms other comparable approaches. The precision of reference-based comparison
defect detection is significantly improved by using our registration network.
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