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Abstract. In this paper, our goal is to detect unknown defects in high-
resolution images in the absence of anomalous data. Anomaly detec-
tion is usually performed at image-level or pixel-level. Considering that
pixel-level anomaly classification achieves better representation learning
in a finer-grained manner, we regard data augmentation transforms as
a self-supervised segmentation task from which to extract the critical
and representative information from images. Due to the unpredictabil-
ity of anomalies in real scenarios, we propose a novel abnormal sam-
ple simulation strategy which augmented patches are randomly pasted
to original image to create a generalized anomalous pattern. Following
the framework of self-supervised, segmenting augmented patches is used
as a proxy task in the training phase to extract representation sep-
arating normal and abnormal patterns, thus constructing a one-class
classifier with a robust decision boundary. During the inference phase,
the classifier is used to perform anomaly detection on the test data,
while directly determining regions of unknown defects in an end-to-end
manner. Our experimental results on MVTec AD dataset and BTAD
dataset demonstrate the proposed SSAPS outperforms any other self-
supervised based methods in anomaly detection. Code is available at
https://github.com/BadSeedX/SSAPS.

Keywords: Anomaly detection · Self-supervised learning · Data aug-
mentation.

1 Introduction

Anomaly detection is a technique for outlier detection, commonly used for risk
control[1] or workpiece surface defect detection[2]. It is a critical and long-
standing problem for the financial and manufacturing industries[3]. Suffering
from anomalous data scarcity and unexpected patterns, the modeling process
of supervised learning is severely constrained. Therefore, unsupervised meth-
ods based on modeling of anomaly-free data are more general in industrial sce-
narios, and anomaly detection is usually expressed as a one-class classification
? Supported by Network Resources Management and Trust Evaluation Key Labora-
tory of Hunan Province, Central South University.
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Fig. 1. Defect localization on some catagories of MVTec dataset.From top to bottom,
input abnormal images, segmentation results generated by our method, and ground
truth images.

problem[4,5,6], which attempts to construct the margin of normal samples. How-
ever, these approaches require complex feature matching during defect inference
phase, resulting in excessive computational cost of the models. Furthermore,
degradation occurs as a consequence of weak inter-class variation, also known as
"hypersphere collapse"[5].

By designing a proxy task, self-supervised models[4,7,8] bypass the need for
labeled data and serve as the effective proxy for supervised learning. These mod-
els preserve intra-class commonalities and extend inter-class variation by simu-
lating anomalous patterns to learn visual representations. Nevertheless, the chal-
lenge raised by self-supervised methods is that relying on a pre-trained model
risks feature extraction inconsistencies between the training source and target
domains, which is insufficient to construct robust anomalous pattern margins.
Due to the presence of tiny anomalous regions, models have a tendency to overfit
and misclassify normal samples as abnormal samples[9]. Various data augmen-
tation strategies[7,8,10] demonstrated a good ability to simulate anomalies in
recent work. However, these approaches fail to overcome the limitation of the
binary classification task for defect localization. Furthermore, these artificially
created anomaly patterns are challenging to apply in real-world scenarios be-
cause of their sophisticated designs.

Given the shortcomings of above approaches, we propose an end-to-end self-
supervised network based on segmentation of augmented patches. Our innova-
tion lies in the design of a novel proxy task and the construction of a generative
one-class classifier based on learned self-supervised representation to distinguish
abnormal image from normal ones. Specifically, we use patches segmentation as
a self-supervised proxy task to infer simulated anomalous regions by predict-
ing augmented patches. Meanwhile, due to the diversity of real anomalies, the
samples transformed by augmentation might only be considered as a rough ap-
proximation of the real defects. In fact, instead of introducing a method focused
on simulating actual anomalies as is used in NSA[7], we design a generalized aug-
mentation strategy that significantly increases irregularity of augmented patches
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in order to create more complex local irregular patterns with the aim of shaping
a scalable normal pattern boundary by providing a common anomlous pattern
that assists the network in learning outliers in a fine-grained manner.

In this work, we tackle the problem of one-class defect detection in high-
resolution images using a proxy one-class classifier constructed during the infer-
ence phase based on visual representations obtained by segmenting augmented
patches. We evaluate SSAPS on the MVTec AD[2] and BeanTech AD[11] dataset,
both of which derive from real-life scenarios in industrial production. With 98.1%
and 96.2% AUC on each dataset separately for image-level anomaly detection,
our method outperforms existing self-supervised methods. SSAPS also exhibits
strong anomaly segmentation abilities. We conduct an extensive study with var-
ious proxy tasks to prove the effectiveness of prediction augmented patches for
unknown defect detection. The results also suggest that the introduction of a
segmentation task to extract visual representations provides a well generalization
ability for anomaly detection. The following are our contributions:
• We propose a novel data augmentation strategy which creates augmented

samples for self-supervised learning by replacing irregular patches in images at
random to simulate generalized anomalous patterns.
•We propose an augmented patches segmentation based proxy task to train a

self-supervised residual deconvolution network to find the tiny variance between
normal and abnormal patterns at pixel-level with the aim of practical needs of
one-class anomaly detection.
• Through extensive experimental validation, SSAPS as a simulation of se-

mantic segmentation in vision has high accuracy in surface defect detection while
better meeting the requirements of industrial scenarios in a finer-grained manner.

2 Related Work

2.1 Embedding-based approach

Embeddding-based approaches[5,12,13,14,15,16] usually use a deep network pre-
trained on ImageNet[17] to extract visual representations in images, and define
anomaly scores for test samples through various embedding-similarity metrics.
Some works use one-class classification[5], multivariate Gaussian distribution[16]
or improved k-nearest neighbour[15] to evaluate images that deviate from stan-
dard representation descriptions which are considered abnormal. Traditional em-
beddding based models[5] consider extracting features from the entire image
and work with image-level embeddings, result in failing to explain the location
of the defect. Recently some work extent embeddings to patch-level to obtain a
more detailed visual representation. SPADE[15], based on KNN method, detects
anomalies through the pixel-level correspondence between the normal images and
the test images.

2.2 Reconstruction-based approach

Reconstruction-based approaches use auto-encoder[4,18,19] or generative adver-
sarial network[10,20,21,22,23] to train a network to reconstruct the input im-
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ages. They usually focus on the difference between the reconstruction output
and the original input, where images containing defects tend to produce larger
reconstruction errors. OCR-GAN[22], based on an omni-frequency reconstruc-
tion convolutions framework, hires a frequency decoupling module and a chan-
nel selection module to find differences in the frequency distribution of normal
and abnormal images and complete the restruction process. InTra[23], based
on a deep inpainting transformer, inpaints the masked patches in the large se-
quence of image patches, thereby integrating information across large regions
of the input image and completing a image repair task. However, the down-
side of these methods is that it is hard to restore details of normal patterns,
due to the strong learning representation ability and the huge capacity of neural
network[24], reconstruction-based approaches are still affected by the uncertainty
of the anomalous regions during inference which anomalous regions in the image
are unexpectedly reconstructed well.

2.3 Self-supervised learning-based approach

Self-supervised learning automatically generates supervisory signals under proxy
tasks by mining the intrinsic properties of unlabelled data, thereby training the
network to learn useful features that can be transfered to downstream tasks. Ex-
isting self-supervised anomaly detection methods, such as rotation prediction[25],
geometric transformations prediction[26], block relative position prediction[4,27],
and data augmentation classification prediction[7,8,28], share a common denom-
inator that a classification task is preset based solely on the normal data, and
the representation learned by network used for discovering unknown defects.

3 Methods

This section outlines the overall framework of our method. An overview of SSAPS
is shown in Fig. 2. Following the general paradigm of self-supervised learning,
SSAPS consists of a two-stage defect detection framework, aims at exploring lo-
cal irregular patterns from the constructed augmented samples and attempts to
segment the replaced patches, thus learning visual representations to construct
a one-class anomaly classifier for inference of unknown defects in the test im-
ages. It contains several essential parts: AP module for augmenting samples by
replacing irregular image patches in the original image(Sec. 3.1), self-supervised
task based on patches segmentation and its loss function(Sec. 3.2), and inference
phase(Sec. 3.3).

3.1 Add augmented patches to image

This subsection will concentrate on the process of constructing an augmented
sample. It seems hard to move irregular image patches directly, so we save dif-
ferent areas of the original input image I with the help of mask image M and
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Fig. 2. An overview of our method. SSAPS is based on the framework for self-
supervised learning. We get the augmented image and the ground truth image through
Augmented module. The augmented image is then fed into the SSAPS network to
obtain segmentation prediction. The process of the inference phase is similar to the
training phase.

bottom image B, respectively, and then stack them up to achieve a partial irregu-
lar misalignment of the image. As shown in Fig. 3, the construction of augmented
samples is mainly divided into the following steps.

A

M

B
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Shift Module
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Fig. 3. Steps for the the construction of simulation anomalous samples. In the first step,
mask image M consists of multiple expansions of the minimum adjacency rectangle
containing irregularly augmented patches. In the second step, bottom image B is made
by masking in the corresponding position of the original image. Lastly, overlay mask
image and bottom image.

For M , it comes from the expansion and combination of the augmented
patches. We randomly select a series of coordinate points within a specified size
region of I and connect them in turn to form an irregular polygon p. Then we
cut out p by a minimum adjacent rectangle and randomly extend it around a
distance d with RGB(0,0,0). Through a pair of "cut-expansion" operations, we
get a quarter mask with half the length and width of the original image, which
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preserves a patch of I. The crop module is performed repeatedly and the quarter
masks are combined into a mask image.

For B, we move p according to d and the quarter mask, ensuring that the
relative position of p in B is the same as in M . In contrast to M , the image
information on the outside of p is retained and all pixels on the inside of p are
replaced using zero values.

For A, we overlayM and B, which resemble a pair of complementary images.
The augmented image A obtained after their combination implements a random
shift of the irregular patches in I. Compared with the traditional cutpaste, our
method has more drastic edge dithering and provides greater convenience for
the network to recognize anomaly patterns. As for the construction of the label
identifying anomalous region, we imitate the ground-truth image in the test set
with a binary value representing the category of each pixel, and create a matrix
G of the same size as I, all points inside p are found in G to modify the category
at the corresponding pixel location.

3.2 Augmented patches segmentation

In the traditional convolution architecture, the input image is converted into a
multi-channel feature map after multiple downsampling. The pooling layer and
the linear layer work collaboratively to convert it into a one-dimensional vector
and provide it to the fully connected layer for downstream tasks. However, the
flattened feature map fails to retain the anomaly regions information extracted
by the convolution network, making defect localization difficult.

Fig. 4. The detailed structure of Augmented Patches Segmentation Network. Original
image is extracted by the encoder(ConvNeXt) to obtain feature maps, and after 4
stacked inverse residual convolution modules to obtain a segmentation result of the
same size as the input. Finally, the segmentation prediction is output by the classifier.
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In our method, we make full use of the receptive field information from each
stage of the convolution. Augmented Patches Segmentation network consists of
a symmetrical encoder block and a decoder block. As shown in Fig. 4, we use
ConvNeXt[29] as the encoder and save the feature map generated at each stage.
Residual Deconvolution Network plays the role of decoder, which is stacked by
several deconvolution modules, each module contains a BN(Batch Normaliza-
tion) layer and a ReLU activation function. The deconvolution operation doubles
the length and width of the feature map produced by the corresponding con-
volutional layers, while halving the channel. The output of each deconvolution
module is then added with the upper stage’s convolutional feature map as the
input to the next layer. We treat the final output of the RDN as the extracted
visual features, and perform anomaly classification on each pixel by a simple
convolutional layer to obtain a binary image as the segmentation prediction of
augmented patches.

LAPS = Ex∈X{BCE[seg(I), 0] +BCE[seg(A), (0, 1)]}. (1)

The entire self-supervised network is optimized by SGD(Stochastic Gradient De-
scent), and the training data is obtained from Sec. 3.1, consisting of normal image
and augmented image, with corresponding binary image labelled with the aug-
mented regions. We use Eq. 1 as objective functions for self-supervised learning
and compare the segmentation prediction with the corresponding ground truth,
where X is the set of normal samples, seg(·) is the Augmented Patches Segmen-
tation network, E(·) refers to the expectation and BCE(·, ·) refers to a binary
cross-entropy loss. This loss enables model learn the representation of normal
patterns whereas being sensitive to outliers.

This completes the "augmented or non-augmented" segmentation prediction
for all pixels in the training image, which is a simulation of classifying "normal
or abnormal" pixels in the test image. As demonstrated in Sec. 4.2, we believe
that the completion of this siamese task is vital for anomaly detection and seg-
mentation.

3.3 Inference

In this section, we will go over in detail how our proposed method detects and
infers unknown defects. As demonstrated above, we use a holistic approach to
generate artificially simulated abormal samples to provide supervised signals for
the proxy task, and then learn visual representations by segmenting augmented
regions to build a self-supervised feature extractor f . We introduce the Ma-
halanobis distance[30] to measure how many standard deviations away a given
sample is from the mean of a distribution of normal samples[31], and use it as
the anomaly score to detect real unknown defects in the test image.

We define f(∗) as the visual representation mapping obtained after the image
has been processed by the self-supervised feature extractor. Eq. 2 and Eq. 3 are
used to compute the mean of distribution Xm and the covariance Xconv for the
normal samples, where X is the set of normal samples with the length of N ,
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E(∗) refers to the expectation.

Xm = Ex∈X(f(x)). (2)

Xconv =
1

N − 1
(f(x)−Xm) · (f(x)−Xm)

>
. (3)

At this point, we can obtain a feature hypersphere similar to the one obtained
in the one-class classfication methods as a potential true pattern of train images.
Then we calculate the anomaly score for the test image θ via Eq. 4, by comparing
the mahalanobis distance between f(θ) and Xm.

score =

√
(f(θ)−Xm)

> ·X−1conv · (f(θ)−Xm). (4)

4 Experiment

In order to extensively evaluate the performance of SSAPS in anomaly detection,
we conducted a series of ablation experiments on unsupervised datasets MVTec
AD and BeanTech AD to evaluate the contribution of individual components of
the proposed method and the effectiveness of segmentation-based self-supervised
tasks. Additionally, performance of SSAPS on anomaly detection is compared
with other recent models based on self-supervised learning, our method exhibit
superior performance and outperform any of them.

4.1 Experiment details

Our method follows the framework of the self-supervised learning[32], using
ConvNeXt[29] as a feature extractor to encode the input image. We resize im-
ages in both the MVTec AD and BTAD datasets to 256×256, with each category
trained for 300 iterations and the batch size set to 16, containing 8 normal sam-
ples and 8 abnormal samples. Their labels are binary images, with 0 for normal
and 1 for abnormal. For the object categories in the dataset, we paste the ir-
regular image patches closely to the centre of the image, while for the texture
categories we pasted the patches evenly around because of the similarity of the
entire image. More Experiment details are shown in Appendix.

4.2 Effectiveness of segmentation task

We utilize t-SNE[33] to evaluate the difference in distribution between the aug-
mented samples and the real anomalous samples as well as the normal samples
in order to better showcase the significance of the augmented patches in the
segmentation task. t-SNE receives the output from the encoder and visualises
representation by category. As shown in the Fig. 5, the three colors represent
augmented samples, abnormal samples, and normal samples, respectively. The
representation distributions of the augmented samples and the true abnormal
samples overlap in space, while the augmented samples are separated from the
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(a) grid (b) screw (c) carpet

Fig. 5. t-SNE visualization of representations normal samples(green), real abnormal
samples(blue), augmented samples constructed by our method(red) on some catagories
in MVTEC dataset.

normal data, which not only validates our proposed abnormal sample construc-
tion method, but also confirms the effectiveness of the segmentation task. No-
tably, there are equally significant differences between the augmented samples
and the true anomalous samples in some categories(Fig. 5.c), but this has no
effect on the anomaly detection results. Predicting the transformed pixels after
augmentation is, in fact, a finer-grained binary classification task in which the
model focuses on inter-class differences rather than requiring that the simulated
anomalous samples have the same pattern distribution as the true anomalous
samples. The inclusion of anomalous simulation samples in our proposed method
allows the model to explicitly learn the difference between normal and abnormal
patterns rather than constructing a supervised task that tends to overfit, thus
ensuring excellent generalization of our method.

4.3 Comparison with other SSL models

We believe our proposed method based on segmentation of augmented patches
outperforms other existing self-supervised proxy tasks in extracting difference
between normal and abnormal patterns of images. To this end, we apply var-
ious proxy tasks for image-level anomaly detection on MVTec AD and BTAD
dataset, and the results are shown in the Table 1. Our approach outperforms
self-supervised methods that utilize other proxy training tasks. For the MVTec
AD dataset, we achieve a near-perfect result in the texture category, as well as
significant improvements in the majority of categories on objects comparing to
other approaches. However, one of the poorly detected object categories is pill,
where the analysis of the data suggests that some of the pill surface defects in
the test set are small and barely different from the normal data, resulting in
difficulties in being captured by the network and causing misclassification, and
our model encounters some obstacles in dealing with these defects with weak
anomalous features, as is also the case to some extent with the screw category,
as is shown in Fig. 6. For the BeanTech AD dataset, the AUC detection score of
SSAPS is still better than all the other methods, which demonstrates the strong
generality of our method.
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Table 1. Comparison of our method with others for the image-level anomaly detection
performance on MVTec AD and BeanTech AD dataset. The results are reported with
AUROC%

MVTec AD

Category R-Pred[26] P-SVDD[4] NSA[7] CutPaste[8] Ours

object

bottle 95.0 98.6 97.5 98.2 100.0
cable 85.3 90.3 90.2 81.2 96.9

capsule 71.8 76.7 92.8 98.2 97.8
hazelnut 83.6 92.0 89.3 98.3 100.0

metal_nut 72.7 94.0 94.6 99.9 96.3
pill 79.2 86.1 94.3 94.9 90.6

screw 35.8 81.3 90.1 88.7 95.4
toothbrush 99.1 100.0 99.6 99.4 100.0
transistor 88.9 91.5 92.8 96.1 97.9

zipper 74.3 97.9 99.5 99.9 98.6

object AVG 78.6 90.8 94.1 95.5 97.4

texture

carpet 29.7 92.9 90.9 93.9 97.8
grid 60.5 94.6 98.5 100.0 100.0

leather 55.2 90.9 100.0 100.0 100.0
tile 70.1 97.8 100.0 94.6 100.0

wood 95.8 96.5 97.8 99.1 100.0

texture AVG 62.3 94.5 97.5 97.5 99.6

Overall AVG 73.1 92.1 95.2 96.1 98.1

BeanTech AD

Category R-Pred[26] P-SVDD[4] MemSeg[24] CutPaste[8] Ours

01 80.3 95.7 98.7 96.7 98.3
02 50.5 72.1 87 77.4 90.2
03 72.6 82.1 99.4 99.3 100

Overall AVG 67.8 83.3 95.0 91.1 96.2
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normal region

abnormal region
abnormal region

tiny abnormal regiontiny difference between normal and
abnormal regions

Fig. 6. Some failed detection examples of pill and screw. The red box on the left
shows the small defective areas and the green box on the right shows a small part
of the normal image. Surface defects are not only tiny but also differ minimally from
normal regions.

4.4 Ablation Study

We conduct various further studies to provide an explainable reason what con-
tributes to discover anomalous regions in SSAPS. We begin with performing
diverse patch replacement on the normal image to explore segmentation tasks of
varying complexity. The impact of various data augmentation transforms based
on cutX on anomaly detection and anomaly segmentation is then compared.

Hyperparameters We evaluate the impact of the various augmented patch
construction parameters, including the size, irregularity, and number of aug-
mented patches, as well as the distribution of the pasted position, which de-
termine the extent to the original image transformation. Table 2 indicates the
detection results for various parameter on the object and texture categories,
respectively. All experiments are performed under other optimal parameter con-
ditions and the values in bold indicate the optimal results for each category of
parameters. Fig. 7 and show the examples of the various transformations on
some categories in the MVTec dataset.

The results in Table 2(top left) show that larger augmented patches tend to
be captured. Moreover, sufficient information about the original image must be
maintained in the constructed anomalous samples, due to the need to ensure a
balance of positive and negative samples to avoid much more enhanced pixels
than normal ones in order to allow the network to extract information about the
anomalous differences from them to construct robust classification margins.

The results in Table 2(bottom left) show that a moderate increase in com-
plexity of the pasted patches improves anomaly detection. We analyse that high
complexity augmented patches increase the local irregularity of the constructed
anomalous samples and make them easier to be expressed in the receptive field;
however, when the complexity is excessively high (shown in the Fig. 7), the
model overfits and fails to learn the weak anomalous patterns. Furthermore,
for the object class, we need to paste the augmented patches in the center of
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(a) Different size and number
of  the augmented patches

(b) Different irregularity and
distribution of  the augmented patches

Fig. 7. Visualization of different parameters of augmented patches on some categories
in MVTEC dataset.

the image, these images consist of both object and background areas, the ob-
ject usually locates in the center of the image and sometimes occupies a small
proportion(e.g. capsule, screw, pill), while the background contains little anoma-
lous valid information, when the patches are pasted into the background area
(as shown in the Fig. 7), they interfere with the extraction of normal patterns
in the form of noise, resulting in poor detection. For the texture category, due
to the weak semantic differences in the entire image and the fact that defects
can occur anywhere, the distribution of the augmented patches should be as
dispersed and random as possible, and this conjecture is confirmed experimen-
tally by the results of segmenting augmented patches randomly distributed over
the entire image, which give significantly better results for defect detection than
segmenting patches distributed in the center of the image.

CutX Transformations We explore other variants based on the CutX method,
including cutout, cutmix and cutpaste. Cutout masks an area of the image,
CutPaste masks and fills it with content from other areas of the same image
while CutMix fills it with other image blocks, our method is described in Sec. 3.1.
More details about cutX methods can be found in Appendix.

As the results shown in Table 3, our method demonstrates the best detection
performance. On the one hand, pasting irregular patches of images increases the
variability between the abnormal and normal patterns, making it easier for the
network to extract features. On the other hand, capturing information from the
same image allows the constructed anomalous patterns to be generalised, which
prevents the network from learning the constructed anomalies as a new category
and thus ignoring the real abnormal patterns.

4.5 anomaly segmentation

Our method demonstrates excellent anomaly detection performance at image-
level through experimental validation. Furthermore, we experiment with defect
localization in an end to end manner. Specifically, we put the test images into
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Table 2. Results of different irregularity and distribution of augmented patch. The
values in the patch irregularity means the range of the number of vertices of irregular
polygon, the patch distribution means the degree of proximity to the centre of the
image. The results are reported with AUROCs.

Category
Size of patch Number of patch

0.1 0.2 0.3 0.45 1 2 3 4

object 96.3 96.7 97.4 95.9 96.5 97.1 96.8 97.3
texture 98.1 99.2 99.6 98.9 97.9 98.5 98.6 99.4

Overall AVG 96.8 97.5 98.1 96.9 96.9 97.6 97.4 98

Category
Irregularity of patch Distribution of patch

3∼5 5∼12 12∼24 3∼24 0.01∼0.5 0.5∼0.75 0.75∼0.99 0.01∼0.99

object 95.9 97.4 97 96.8 94.3 95.9 97.3 95.6
texture 98.3 99.3 98.9 99.1 98.7 98.6 98.3 99.3

Overall AVG 97.6 98 97.6 97.5 95.8 96.8 97.6 96.8

the APS network and compare the anomaly scores of the corresponding positions
of the output to obtain the predicted segmentation anomaly maps. The segmen-
tation results for some categories in MVTEC dataset are shown in Fig. 1(More
detailed anomaly segmentation results are shown in Appendix). We achieved a
result that is close to the ground truth, demonstrating the ability of our method
to segment unknown defects in high-resolution images.

Table 3. Detection performance of variants of CutX on the MVTEC dataset. From left
to right are results of cutout, cutmix, cutpaste and our proposed method. The results
are reported with AUROCs.

Category
Transforms

Cutout Cutpaste Cutmix Ours

object 92.3 95.3 96.8 97.4
texture 97.3 98.4 98.7 99.6

Overall AVG 93.9 96.3 97.4 98.1
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5 Conclusion

We design a finer-grained self-supervised proxy task, where the key lies in seg-
menting the augmented patches so as to simulate segmentation task in vision
to extract the differences between normal and abnormal patterns. Also our ap-
proach does not require the simulated anomalies to match those in the real
scenario, ensuring that the model obtains more robust decision boundary. Ex-
tensive experimental results confirm that SSAPS achieves excellent results in
detecting surface defects in high-resolution images of industrial scenes. Further-
more, SSAPS also demonstrates good defect localization capabilities due to the
pixel-level differential perception of normal and abnormal patterns learned by
the model during the self-supervised training phase.
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