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Abstract. The widespread usage of computer vision applications in the
public domain has opened the delicate question of image data privacy.
In recent years, computer vision researchers have proposed technologi-
cal solutions to anonymize image and video data so that computer vi-
sion systems can still be used without compromising data privacy. While
promising, these methods come with a range of limitations, including low
diversity of outputs, low-resolution generation quality, the appearance of
artifacts when handling extreme poses, and non-smooth temporal consis-
tency. In this work, we propose a novel network based on generative ad-
versarial networks (GANs) for face anonymization in images and videos.
The key insight of our approach is to decouple the problems of image
generation and image blending. This allows us to reach significant im-
provements in image quality, diversity, and temporal consistency while
making possible to train the network in different tasks and datasets.
Furthermore, we show that our framework is able to anonymize faces
containing extreme poses, a long-standing problem in the field.

Keywords: Anonymization · Image Synthesis.

1 Introduction

The increase of cameras in the real world offers the possibility of widespread us-
age for computer vision tools, with applications ranging from autonomous robots
and cars to automatic monitoring of public spaces. The question of personal pri-
vacy is becoming more prominent, especially since people are often the subject
of observation by these cameras. The European Union has passed laws on data
protection such as the General Data Protection Regulations (GDPR) [6]. The
research community has also accepted responsibility, from taking offline one of
the most popular re-identification datasets [11] to making mandatory for one
of the leading machine learning conferences to consider the ethical issues of sci-
entific publications. From a technical point of view, as researchers, we can also
contribute to the solution by proposing novel computer vision tools.

For many vision tasks such as person detection, person tracking, or action
recognition, we do not need to identify the people in the videos, we only need to
detect them [24]. Recent works proposed to use computer vision tools to remove
identity information from people’s faces in videos [7,24,30,36], while still trying
to preserve the accuracy of the computer vision algorithms for the final task,
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Fig. 1. The inference pipeline of our method. We use as input segmentation masks,
given by a segmentation network (S). We use AnonymizationNet (A) to generate an
anonymized version of the original image, and then use HarmonizationNet (H) to blend
the generated image with the background.

e.g., face detection. These methods anonymize identities by replacing or altering
the input faces, achieving overall good de-identification results. While a valuable
first step, these methods come with several weaknesses.

First, the visual quality of the generated images is lacking [24,30]. This is
often due to the lack of high-quality datasets suitable for training anonymiza-
tion methods. In other cases, there is a trade-off between image quality and
anonymization results, leading to photorealistic images that are still identifiable
by humans [7]. Second, output diversity is low, i.e., for the same input iden-
tity, only a few types of anonymizations are produced. If every input identity is
mapped to one anonymized version, then it is straightforward to de-anonymize
all faces and establish correspondences to the original identity.

In this work, we propose to overcome these issues by decoupling the anonymiza-
tion task from the image generation task. We argue that it is not efficient for a
single network to focus on both diversity as well as producing realistically look-
ing results. Our pipeline is therefore separated into two networks. The job of the
first network is to generate anonymized and diverse versions of the original face,
while preserving its pose, without focusing on integrating it with the background
information. The second network receives the anonymized face and performs im-
age blending, i.e., changing the appearance of the generated image according to
external conditioning, such as illumination or background appearance. Overall,
the second network is responsible for generating high-quality realistically looking
images. We show how to train the second network on a proxy task not related to
image anonymization. Interestingly, this allows us to separately train the second
network on datasets that do not contain information about face identities. This
is the key towards generating high-quality outputs, given high-resolution face
datasets do not contain identity information. It is therefore challening for single-
stage anonymization methods [7,24,29] to make use of them, and consequently,
they are limited to low-resolution datasets such as CelebA [23].

In the experimental section, we show that our decoupled formulation achieves
state-of-the-art results on output diversity and quality. We further compare the
performance of state-of-the-art methods under extreme poses, an underestimated
problem in the field [24], and evaluate the temporal consistency of the output

3638



Decoupling identity and visual quality for anonymization 3

when moving towards video anonymization. Finally, we show that our method
can be intuitively extended to other domains, e.g., full-body anonymization.

Our contribution in this work is three-fold:

– We propose a novel two-step framework that decouples image generation
from image blending. We show how to train the second step on a proxy
task unrelated to image anonymization, which allows us to leverage high-
resolution datasets designed for different tasks. This allows us to generate
overall more diverse and high-quality outputs.

– We analyze the drawbacks of current anonymization methods with a com-
prehensive study on output diversity, quality, anonymization and detection
rates, temporal consistency and performance on extreme poses.

– We present state-of-the-art results on six public datasets.

2 Related Work

GANs for Face Generation and Translation. The advent of Generative
Adversarial Networks [9,28] brought a lot of research interest in the field of face
generation [16,17,22]. Recent methods [17,18] are able to generate realistically
looking high-resolution face images and provide high diversity. However, these
methods have no mechanism for conditioning their output on the original face,
making the blending of the generated face with the other parts of the body
challenging. Additionally, they cannot keep the stature and the direction of the
face, making their usability in face anonymization limited. More successful have
been the methods based on temporal consistency [39]. While the method provides
a simple image and video translation method, the generated faces are similar to
the original identities, making it not usable for anonymization.

Face Anonymization. Traditionally, face anonymization has been achieved
by heuristic methods, such as pixelization, blurring, masking or segmentation
[33]. The pioneering work of [10] used for the first time model-based learning for
face de-identification. Recently, deep learning models have been used for the same
problem [7,14,24,29,35,36]. In particular, [14,29] are one of the first methods to
use GANs that reach promising de-identification results. However, the generated
outputs are not naturally blended with the rest of the image, and [29] maps every
identity to a unique fake identity, not allowing the generation of diverse images.
The work of [35] uses a different GAN scheme to further improve the results, but
the generated images still remain unnatural looking and provide no explicit way
of controlling the generated appearance. Some of these problems were remedied
in [36], providing a method for generating faces that are more de-identifiable and
natural-looking. However, the method is based on a parametric face model with
an additional alignment procedure that does not offer a direct way of extending
it to other domains such as full bodies and works only on images.

Current state-of-the-art models [7,24] mitigate some of the issues mentioned
above. The work of [7] generates high-quality looking images, temporally con-
sistent videos, and reaches high de-identification results. However, as argued in
[24], the generated images can be recognized by humans and the method does
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not provide a way to generate diverse images. On the other hand, [24] reaches
state-of-the-art de-identification results, and the generated images are not easily
identifiable by humans. At the same time, the images do not look natural and
video results are not as temporally consistent as in [7]. Finally, both methods
can be only trained on datasets that provide multiple images for each identity,
thus making it harder to use many high-quality datasets.

In this work, by decoupling the anonymization from the blending process,
our method allows higher control over the de-identification process and can be
used with datasets that provide only one image per identity.

3 Methodology

Most image translation methods typically take input representations, e.g., se-
mantic segmentation, landmarks, or a background image, and use a network to
encode the input information into a low-dimensional latent space. A decoder then
translates the information into a new image, which, in the case of anonymiza-
tion, is a face with a new identity. The decoder is optimized for two tasks: (i)
image anonymization: generating image parts that form a new identity; (ii) image
blending: changing the appearance of the generated image according to exter-
nal conditioning, such as illumination or background appearance. Considering
that these networks are trained with a single adversarial loss, often one of the
tasks is neglected in favor of the other. Neglecting image anonymization results
in low diversity of the outputs, i.e., the network only generates a few types of
anonymizations, thus compromising privacy. Neglecting image blending results
in artifacts and unrealistically looking faces, which often leads to computer vision
algorithms not being able to perform face detection. Our proposed decoupling
architecture allows us to create diverse outputs and high-quality outputs.

Overview of our method. In this section, we describe in depth the method-
ology of our proposed framework. Our model includes: (i) a pre-trained segmen-
tation network, (ii) AnonymizationNet, a network that anonymizes the face and
is based on a GAN and an identity network (see Fig. 3.1), and (iii) Harmoniza-
tionNet, a network that blends the produced face with the rest of the image (see
Fig. 3.2). We first explain each of the networks’ tasks and analyze why decou-
pling is the key element that allows us to generate high-quality diverse outputs.
We then discuss which elements of our pipeline allow for identity control during
anonymization, pose preservation, and temporal consistency.

3.1 Decoupling anonymization and visual quality

Inspired by rendering pipelines, where geometry creation and the shading pro-
cess are divided, we advocate for the idea that the image generation should be
separated from image blending, thus, we use two networks.

AnonymizationNet. The goal of AnonymizationNet (see Fig. 3.1) is to define
the facial geometry and the characteristics of the face. We train a conditional
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Fig. 2. The training pipeline of our model. Our model consists of two networks trained
separately. 1) AnonymizationNet takes a segmentation mask and an identity condition
to generate a face without any appearance conditioning. It uses losses from a con-
ditional discriminator, and from an identity discriminator to guide generation to the
desired identity. 2) HarmonizationNet is an encoder-decoder network where the en-
coder embeds the image information into a low dimensional space. It takes a triplet
of segmentation mask, a colored face image, and an appearance condition. The ap-
pearance condition is given as a heavily blurred version of the original face, while the
segmentation mask is given to indicate the image region that needs to be blended. The
network learns to blend the input face to the given background by using information
from the appearance condition.

GAN [15] to generate an anonymized version of the input face, without consid-
ering how the face fits with the other part of the image, e.g., the background.
We achieve that by conditioning the generation process only on a semantic map
of the original image. By doing so, we ensure that the pose of the face is pre-
served and prevents identity leakage. Similar to [24], the network collaborates
with an identity network that guides the generator towards generating a face
with different identifying characteristics.

HarmonizationNet. The task of HarmonizationNet (see Fig. 3.2) is to blend
the generated face in order to naturally fit with the background and overall
illumination. We use a conditional GAN to generate a realistic-looking version
of the image produced by AnonymizationNet. Importantly, we do not train the
network together with AnonymizationNet. Instead, we train on a proxy task,
which greatly simplifies the training procedure and allows us to achieve high-
quality and diverse image generation. During inference, the network takes the
anonymized version of a face and blends it with the rest of the image, (Fig. 1).

Advantages of decoupling. In the experimental section, we validate that the
presented decoupling achieves a higher image quality and output diversity, and
has a higher degree of control over the blending process. A clear advantage of
decoupling anonymization from visual quality is that it allows HarmonizationNet
to be trained on a different dataset. AnonymizationNet needs to be trained
on a dataset that contains multiple images per identity, with its goal being to
provide anonymized versions of the images. Single-stage methods [7,24,29] are

3641



6 M. Maximov et al.

therefore limited to such datasets, e.g., CelebA, to train their anonymization
pipeline. In contrast, our method can be additionally trained in high-resolution
datasets, such as CelebA-MaskHQ, and consequently we are able to generate
high-resolution images (see Fig 3).

3.2 Proxy training

As mentioned before, we propose to train the networks separately, as opposed
to training our entire model in an end-to-end fashion. By training the networks
separately, we ensure that the second network never sees the original image,
which could be a cause for identity leakage. Furthermore, we can train our second
network in parallel on datasets that provide images without identity information
[23]. Last, but not least, we simplify the training and as shown in the ablation
studies, the model trained with the proxy task reaches higher results compared
to training the networks jointly.

We propose to train HarmonizationNet on a proxy task, which we design to
be a relaxed version of the blending task. More concretely, we use a colored
foreground image as an input, see Fig. 3.2, during training. The task of Harmo-
nizationNet is to reconstruct the original image color. In other words, we train
the network to change the appearance of the foreground in the input image to
match the appearance of the overall image. The model takes as input: (i) a se-
mantic segmentation map of the foreground, i.e., the face, (ii) the altered colored
image, and (iii) a blurred version of the original image. The motivation for the
third input is to provide some guidance to the blending network instead of allow-
ing it to blindly reconstruct the image from the semantic input. As we show in
Table 1 of experiments, the heavily blurred image removes identity information.

Our intuition is that the proxy task is teaching HarmonizationNet two func-
tions: to disassociate the general facial (shape) details from the rest of the input
appearance in the encoder and to inpaint the missing textures on top of those
details in the decoder. During the inference, encoder activates on any high-level
shape details despite the domain gap and embeds them in the bottleneck. In our
evaluation and supplementary, we show a robust generalization of Harmoniza-
tionNet to the output of AnonymizationNet regardless of datasets used.

3.3 Identity guidance

The goal of AnonymizationNet is to generate a new anonymized image, given the
segmentation map of the original face as input. Note, the semantic map allows
us to preserve the pose of the face without allowing identity leakage. In order to
control the anonymization output, we make use of a control identity.

For any given image, we randomly choose a control identity, parameterized
by a one-hot vector. This information is fed into the generator of Anonymiza-
tionNet, with its goal being to embed identifying features of the control identity
to the original semantic mask. This process is achieved with the use of an iden-
tity discriminator that provides a guiding signal to AnonymizationNet so that
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the generated image has similar characteristics to the control identity. The iden-
tity discriminator is a siamese neural network pre-trained on the real images
using Proxy-NCA loss [25] and finetuned using the contrastive loss [1]. During
finetuning, the network learns to bring together the identity representation of
the fake images and the real images. We note that the identity discriminator
is trained with AnonymizationNet in a collaborative (not adversarial) manner.
As a result, the generator mixes the semantic segmentation map of the original
identity, with the identifying features of the control identity, thereby creating a
new non-identifiable identity.

Is attribute preservation desirable? We argue that preserving the at-
tributes of the original identity is not desirable when it comes to face anonymiza-
tion, and makes the pipeline less robust to identity attacks. For example, knowing
the gender reduces the search space by half. Preserving other attributes, e.g.,
age, skin color, or specific attributes for eyes, nose, forehead, lowers the search
space significantly and makes it easier to guess the identity. In our work, pre-
serving attributes, e.g., gender, would be as simple as giving as control identity
an identity that contains the same attribute. However, considering that some
face verification methods [20,37] rely on facial attributes, we decide to not force
any attribute preservation. The only exception is skin tone, considering that we
generate only the facial region, and therefore need to match the face skin to the
neck and the other exposed body skin areas.

3.4 Pose preservation and temporal consistency

Previous works rely on facial landmarks [24], faces [29] or statistical 3D shade
models [36]. While a landmark representation is simple and easy-to-use, it fails on
extreme poses and cannot properly represent certain body parts such as hair [24].
Statistical 3D shade models are quite robust, but add additional computation
complexity and are domain-specific. Due to privacy reasons, we avoid working
directly on faces. In our work, we use face segmentation as input representation.
Using segmentation allows us to outline the area we want to modify, and we are
able to estimate specific occlusions. Furthermore, we can use the same framework
on other domains, e.g., for full-body anonymization, with few changes on the
expected input type.

Additionally, to improve temporal consistency for video sequences, we trans-
form HarmonizationNet into a frame recurrent network by concatenating the
output of the previous frame to the input of the current frame and replacing a
spatial discriminator with a temporal one. The temporal discriminator [4] takes
three consecutive frames as an input and judges both temporal smoothness and
visual quality. This simple change to HarmonizationNet leads to less color jit-
tering in the final video.

3.5 Architectures and training

AnonymizationNet. We use spatially-adaptive denormalization (SPADE) [27]
residual blocks as building blocks of the network. We give the same segmentation
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map as input to every SPADE block, and each block produces an RGB image.
The control identity, represented as one hot-vector, is given as input to a trans-
posed convolutional neural network. The network then produces a parametrized
version of the identity and gives it as input to the generator. We also use a simpli-
fied design of upsampling and summing RGB outputs to avoid progressive GAN
training, leading to a more stable and efficient training in higher resolutions. We
sum all RGB outputs in order to get the final result. These two changes lead to
a more robust training, while achieving higher quality compared to the regular
encoder-decoder architecture used in image translation [24].
HarmonizationNet. We base the network’s architecture on a U-Net composed
of residual blocks [31]. We give the detailed architecture of both networks in the
supplementary.
Loss functions. We use LSGAN loss function to train the networks. The loss
of AnonymizationNet (A) generator is defined as:

min
GA

V (GA) =
1

2
Ei∼pdata(i)[(DA(GA(i))− b)2] + Lid (1)

where Lid is the loss of the identity discriminator as explained in section 3.3, b
is the label for the real data, i is the input to the generator GA, and DA is the
discriminator.

The loss of HarmonizationNet (H) generator is defined as:

min
GH

V (GH) =
1

2
Ei∼pdata(i)[(DH(GH(i))− b)2]+

V GGP (I, I
′) + L1(I, I ′)

(2)

where GH and DH represent the generator and the discriminator of Harmoniza-
tionNet, V GGP represents the perceptual loss of VGG network [8], I and I ′

represent the original and the generated image.
The loss function for the discriminators A and H is given below:

min
D

V (D) =
1

2
Ex∼pdata(x)[(D(x)− b)2]+

1

2
Ei∼pdata(i)[(D(G(i))− a)2]

(3)

where a is the label for the fake data, x is the real data and D is valid for both
discriminator DA and DH .

4 Experiments

In this section, we compare our method with several classic and learning-based
methods commonly used for identity anonymization. We analyze the draw-
backs of current anonymization methods in terms of diversity, image quality,
anonymization and detection rates, temporal consistency, performance on ex-
treme poses, and show state-of-the-art qualitative and quantitative results. We
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also present a set of comprehensive ablation studies to demonstrate the effect of
our design choices. We detail the implementation details in the supplementary
material.
Datasets. We perform experiments on 6 public datasets: two face datasets with
annotated identities: CelebA [23] and Labeled Faces in the Wild (LFW) [13],
a high-quality face dataset without identity information: CelebA-MaskHQ [23],
a video dataset: FaceForensics++ [32], a dataset on extreme poses: AFLW2000
[19], and a dataset with annotated body segmentations: MOTS [38].
Baselines. We follow previous works [24] to use simple anonymization baselines
such as pixelization or blurring and compare them with our method. We also
compare with state-of-the-art learning-based methods [7,24].

Fig. 3. A set of triplet images generated by our framework. In every triplet, the left-
upper image is the original image in 128x128 resolution, the left-lower image is the
anonymized version of it in 128x128 resolution, and the large image in the right is its
anonymized version in 512x512 resolution. We present cases of different gender, skin-
color, pose, and illumination.

4.1 Ablation study

To validate our two-step training concept, we do an ablation study measuring
the importance of each component of our model.
Setup. We investigate how our proposed decoupled pipeline affects the quality
and diversity of the generated images. We use FID [12] as a quality metric and
Re-ID as a diversity metric. In Table 1, we present the results of three different
configurations of our method: (1) a regular model without decoupling, (2) a
decoupled model where the pipeline is jointly trained instead of proxy training,
and (3) our model with decoupling of the task and proxy training.

We perform this ablation on two datasets: CelebA and CelebA-MaskHQ
[23]. There is a domain gap between the datasets, as CelebA-MaskHQ consists
of higher quality and sharper images compared to CelebA. Most importantly,
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CelebA-MaskHQ does not contain identity information by itself, hence we com-
bine it with CelebA to be able to train AnonymizationNet. For the CelebA-
MaskHQ evaluation, we train only HarmonizationNet on the CelebA-MaskHQ
for decoupled configurations (networks (2) and (3)) and do simultaneous training
on both datasets for the single model configuration (network (1)).

Models
CelebA CelebA + HQ

FID (↓) Re-ID (↑) Detection (↑) FID (↓) Re-ID (↑) Detection (↑)
1) w/o decoupling 3.05 33.4 .993 16.25 17.3 .903
2) w/o proxy training 3.15 88.6 .992 16.75 170.5 .917
3) Two-step framework 4.17 96.1 .999 10.49 124.1 .994

Table 1. Ablation study of our model. We measure the generation quality and diversity
for different versions of our model. Lower (↓) results for FID imply a higher generation
quality. Higher (↑) results for diversity imply a higher diversity in generation. Higher
(↑) results for detection imply a higher detection rate.

3

2

1

Fig. 4. Qualitative results of diversity on CelebA-MaskHQ dataset. Top row: The
model trained without decoupling (1). Middle row: The model trained without the
proxy task (2) produces anonymized faces, but they are not well-blended with the rest
of the image. Bottom row: In contrast, our model (3) produces realistic anonymized
faces that are diverse and blended with the other parts of the image.

Results. As shown in Table 1, our decoupled model reaches best results in
Re-ID and detection rate on CelebA. More interestingly, we significantly out-
perform networks (1) and (2) when working on CelebA-MaskHQ, where there is
a domain gap. As we show in the qualitative example in Fig. 4, simultaneously
training with two different datasets leads to artifacts in (1) and a lack of blend-
ing in (2), which explains the high diversity and decline in quality in Table 1.
The separately trained model (3) achieves the most balanced results in terms of
quality and diversity across both datasets. It maintains a high diversity while
properly blending the output faces. It is also easier to train and can be paral-
lelized due to the separate nature of the training. In supplementary, we provide
more qualitative analysis and a discussion of each model.

3646



Decoupling identity and visual quality for anonymization 11

4.2 Comparison to SOTA

Models
Detection (↑) Identif. (↓) Diversity (↑)
Dlib SSH PNCA LPIPS Re-ID

Original 100 100 70.7 - -
Pixelization 8 by 8 0.0 0.0 0.4 - -
Pixelization 16 by 16 0.0 0.0 0.3 - -
Blur 9 by 9 90.6 38.6 16.9 - -
Blur 17 by 17 68.4 0.3 1.9 - -
CIAGAN 97.8 97.4 1.3 0.032 64.5

Ours 98.9 99.9 2.2 0.036 96.1

Table 2. Results of existing detection, recognition and diversity pre-trained methods.
Lower (↓) results imply a better anonymization. Upper (↑) results imply a better de-
tection and diversity. Diversity metric is not applicable to classic methods since they
can only produce a single output.

Anonymization Anonymization on CelebA. Following [24], we present in
Table 2 the detection and identification results of our method compared to the
other methods on the CelebA dataset. For detection, we use the classical HOG
detector [5] and the deep learning-based SSH [26]. Pixelization methods, while
having a higher de-identification rate, generate faces that cannot be detected
by either detector, making the anonymized images unusable for computer vision
applications. The low-blurring method has both a significantly lower detection
rate and a lower de-identification rate. The high-blurring has a slightly better
de-identification rate, but it comes at the cost of a very low detection rate, e.g.,
the SSH detector cannot detect virtually any of the faces. Our main competitor,
CIAGAN [24], has a better de-identification rate, 1.3 for them compared to 2.2
for us, but it comes at the cost of generating less realistic images, many of which
cannot be detected by the detectors. For example, HOG detector misses 2.2%
of the faces generated by CIAGAN compared to 1.1% of the faces generated by
our method. Even more extremely, deep-learning based SSH misses 2.6% of the
faces generated by CIAGAN, but it misses less than 0.1% of the faces from our
method. We qualitatively compare with [24] in Fig. 5.2. It can be seen that the
images generated by our method are more realistic. An interesting case is the
first image that contains an extreme pose. Our method is able to anonymize it
in a realistic manner, while [24] generates an undetectable face.
Anonymization on LWF dataset. We do a similar experiment on the LWF
dataset. We follow the standard protocol, where the dataset is divided into 10
different splits, each containing 600 pairs. A pair is defined as positive if both
elements share the same identity, otherwise as negative. In every split, the first
300 pairs are positive, and the remaining 300 pairs are negative. Following [7],
we anonymize the second image of every pair. We use FaceNet [34] identification
model, pre-trained on two public datasets: VGGFace2 [2] and CASIA-Webface
[23]. The main evaluation metric is the true acceptance rate, i.e., the ratio of true
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Fig. 5. Left: Qualitative comparisons with [7] and [24]. Right: Qualitative comparisons
with [24], where the first two faces are extreme poses.

positives for a maximum 0.001 ratio of false positives. We present our results in
Table 3. As shown, we reach state-of-the-art results with the network trained on
VGGFace2, outperforming the other two methods [7,24]. When evaluated with
the network trained on CASIA-Webface, we outperform [7] but do not reach as
good de-identification rate as [24]. However, we also check the detection rate
of the methods; after all, it is easy to reach a very good de-identification rate
if the generated faces look extremely unnatural and are not detectable. As we
can see, 98.4% of the faces generated by our method can be detected by SSH,
compared to 95.4% of the faces generated by [24], showing that our method has
a 65% lower error in detection rate. We conclude that our method has the best
trade-off between the de-identification and the detection rates. We qualitatively
compare with [7,24] in Fig. 5.1. We show that the visual quality of the generated
images is high for our method and [7], while the images generated by [24] are
less realistic. At the same time, we observe that the images generated by our
method and [24] are both anonymized and diverse, while the images generated
by [7] are easily identifiable. We argue that our method combines the best of
both worlds, generating images that are non-identifiable, diverse, and realistic.
Unfortunately, the code for [7] has not been released, hence, we cannot compute
the detection rate for their method.

De-ID method VGGFace2 (↓) CASIA (↓) Detec. (↑)
Original 0.986 ±0.01 0.965 ±0.02 100
Gafni [7] 0.038 ±0.02 0.035 ±0.01 -
CIAGAN [24] 0.034± 0.02 0.019± 0.01 95.4

Ours 0.032± 0.02 0.032± 0.01 98.4

Table 3. Comparisons with SOTA in LWF dataset. Lower (↓) identification rates imply
better anonymization. Higher (↑) detection rate implies better generation quality.
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Original Segment. Output 1 Output 2 Original Segment. Output 1 Output 2

Fig. 6. Results of our model on FaceForensics++ dataset. For each sequence we show
input faces, segmentation masks, and two different anonymizations results.

Diversity We test the diversity of our metric by generating 500 anonymized
versions of 100 randomly chosen input images. For each image, we randomly
sample 500 pairs, where the number of possible pairs is 500×499

500 , and measure
the LPIPS score [40] between all pairs. LPIPS score measures the similarity be-
tween two images, the higher it is, the more different the two images are. As
we show in Table 2, we reach a 12.5% relative higher score than CIAGAN. This
means that the images our method generates look more diverse compared to the
ones generated by CIAGAN. Furthermore, for every generated image, we com-
pute the nearest neighbor in the training set (Re-ID). Intuitively, considering
that for every generated image, we use 500 identities, a method that generates
perfectly diverse images would result in every generated image having a differ-
ent nearest identity in the training set. In this upper bound case, the number
of unique identities for every image would be 500. As we show in Table 2, CIA-
GAN shows an average of 64.5 identities, while our method shows an average of
96.1 identities, for a 49% relative improvement, showing again that our method
generates more diverse images.

Temporal consistency We show a quantitative evaluation of the temporal con-
sistency in Fig. 6. We use FaceForensics++ [32] dataset and we measure tLP, as
defined in [4], in addition to visual quality. tLP measures the similarity between
all consecutive frames in a video. Intuitively, the better the temporal consis-
tency is, the more similar two consecutive frames are, hence, the lower the tLP
metric is. Our method reaches 0.023 tLP, better than CIAGAN which reaches
0.047 score. Additionally, our method reaches a significantly better FID score
(14.7 for our method compared to 62.7 for CIAGAN), indicating its higher visual
quality. Furthermore, if we finetune HarmonizationNet on FaceForensics++, the
temporal consistency improves to 0.016 tLP and FID to 8.3.

Extreme poses We check the detection rate in the challenging AFLW dataset
[19], which contains extreme poses. We run a landmark detector to generate the
landmarks which are needed for CIAGAN [24]. We remove every face that the
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Models
time sec(↓)

x128 x256 x512

CIAGAN + SR method 35.89 38.82 37.98

Ours 10.49 8.41 11.60

Table 4. Results on the different resolutions of HQ. Lower (↓) results imply better.

detector cannot find in order to have the same number of generated faces as
CIAGAN which needs landmarks. We use the same detector on the anonymized
versions of the faces generated by our method and CIAGAN. The detector de-
tects 90.99% of the faces generated by our method, but only 72.58% of the faces
generated by CIAGAN, showing that our method is more robust.
Different domain. We train our method on MOTS dataset [38]. We use whole-
body segmentation masks and estimated body joints, using OpenPose [3], as an
input to AnonymizationNet. We provide qualitative results and additional details
in the supplementary.
Super-resolution. In order to show the potential of our two-step framework,
we re-train HarmonizationNet to output a higher resolution image compared
to the original image. The first step remains the same with AnonymizationNet
generating images of size 128 × 128. We train HarmonizationNet separately on
CelebA-MaskHQ dataset. It takes an input with dimensions 128× 128 and out-
puts images of resolution 256× 256 and 512× 512. We compare with CIAGAN,
which is trained with 128× 128 resolution. Due to its nature, we cannot re-train
it on a dataset that has no identity information, as is the case for the CelebA-
MaskHQ dataset. Therefore, we upscale its output to higher resolution using
off-the-shelf super-resolution method [21]. We evaluate the quality of output on
different resolution levels using the FID metric. As shown in Table 4, our method
achieves significantly better results in all cases. We show qualitative results in
Fig. 3 and in the supplementary.

5 Conclusions

The exponential increase in the deployment of cameras in public spaces and
its subsequent use in computer vision applications has raised the difficult ques-
tion of how to deal with data privacy. In this work, we proposed a framework
to anonymize faces and bodies based on conditional generative adversarial net-
works. The key contribution of our approach is to separate two important con-
cepts in face anonymization: generation and blending. We showed the benefits of
our decoupled formulation, reaching state-of-the-art results in quality, diversity,
and temporal consistency. We also showed the benefits of the training procedure,
which can leverage datasets that do not contain identity annotations. Finally,
we show how our method can be easily adapted to other tasks like full-body
anonymization and can also be used to produce high-resolution images.

Acknowledgements. This research was partially funded by the Humboldt
Foundation through the Sofja Kovalevskaja Award.

3650



Decoupling identity and visual quality for anonymization 15

References
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