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Abstract. Binary neural networks have recently begun to be used as a
highly energy- and computation-efficient image processing technique for
computer vision tasks. This paper proposes a novel extension of exist-
ing binary neural network technology based on the use of a Hadamard
transform in the input layer of a binary neural network. Previous state-of-
the-art binary neural networks require floating-point arithmetic at sev-
eral parts of the neural network model computation in order to maintain
a sufficient level of accuracy. The Hadamard transform is similar to a
Discrete Cosine Transform (used in the popular JPEG image compres-
sion method) except that it does not include expensive multiplication
operations. In this paper, it is shown that the Hadamard transform can
be used to replace the most expensive floating-point arithmetic portion
of a binary neural network. In order to test the efficacy of this proposed
method, three types of experiments were conducted: application of the
proposed method to several state-of-the-art neural network models, ver-
ification of its effectiveness in a large image dataset (ImageNet), and
experiments to verify the effectiveness of the Hadamard transform by
comparing the performance of binary neural networks with and without
the Hadamard transform. The results show that the Hadamard trans-
form can be used to implement a highly energy-efficient binary neural
network with only a miniscule loss of accuracy.

Keywords: Binary neural network - Hadamard transformation - DCT.

1 Introduction

Although deep neural networks have resulted in highly accurate image classifica-
tion, object recognition, and other computer vision tasks, such networks typically
involve excessive amounts of numerical computation with excessive memory stor-
age requirements, making them difficult to use in energy or computation capa-
bility constrained environments. A popular neural network compression method
that can be used in such cases is binarization, in which 32-bit floating point
parameters are approximated using single-bit numbers.

Binary Neural Networks (BNNs) are neural networks that use extensive levels
of binarization throughout the network to achieve extreme network compression
with a concomitant but relatively small loss of accuracy. In order to maintain
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acceptable accuracy levels, such BNNs typically use a mixture of highly accurate
numbers (such as 32-bit floating point) and highly inaccurate binary numbers for
different types of parameters and/or different layers of the neural network. For
example, binarization of AlexNet [14] through the method proposed by Hubara
et al. [10], which is one of the early BNNs, can reduce the model size by 32 times
at the cost of a 28.7% reduction in accuracy [25] on the ImageNet dataset [2].
Later research works on BNNs attempted to reduce this extremely high accuracy
gap. The current state-of-the-art (SOTA) BNN [16] has approximately the same
model size as [10] with only a 1.9% reduction in accuracy on the ImageNet
dataset when compared to the equivalent non-binarized neural network model.
A standard method for measuring the inference cost of a neural network has
been proposed by Zhang et al. [31]. Referred to as arithmetic computation effort
(ACE), it counts the number of multiply-accumulate (MAC) operations, which
are the most computationally expensive operations used in a neural network,
weighted by the bit-widths of the operands used in those MAC operations.

In almost all previous state-of-the-art (SOTA) BNN models, the input layer
uses floating-point arithmetic. This is because binarization of the input layer
severely degrades the accuracy of a BNN [16-19, 25]. However, due to its use
of floating-point arithmetic, the input layer has been found to be the major
contributor to the computation cost of a SOTA BNN. For example, when using
the popular SOTA BNN referred to as ReActNet [16], the input layer contributes
to approximately 65% out of the entire network ACE.

Previous studies on CNN have found that input layer extracts abstract fea-
tures such as colors and various edge directions in images [7,29]. The filters
of input layer resemble the Gabor filter [20] which analyzes specific frequency
components in each local area, so that can detect edge of image. The discrete
cosine transform (DCT), which is the encoding method used in the popular
JPEG compression format, also computes in a similar manner. Using this fact,
Guegeun et al. proposed to feed discrete cosine transformed data directly into a
CNN, without first decoding that JPEG compressed image into a raw image [7].
This enabled the first few layers of the neural network to be pruned without any
accuracy loss.

The Hadamard transform, which is also known as the Walsh-Hadamard trans-
form, is similar transformation to the DCT. The main difference is that the
Hadamard transform is multiplication-free, and it only requires add/subtract
operations [23].

In this paper, we propose a new input layer using the Hadamard transform
for an energy-efficient BNN. The proposed layer is fed with raw images, and
it can replace conventional expensive floating-point MAC operations with light
8-bit add/subtract and logical operations. The input layer is expected to reduce
energy consumption of BNN, which can be measured by ACE metric, and to
achieve acceptable level of accuracy degradation. Experiments were conducted
to reveal a possibility of proposed input layer for BNN. First of all, a general-
ity of the layer was tested by applying it on binarized versions of two widely
used CNN architectures, MobileNetV1 [9] and ResNet-18 [8], on a small image
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dataset, i.e., CIFAR-10. Secondly, accuracy drop evaluation was performed on
ReActNet [16], which is the SOTA BNN in terms of the accuracy gap from its
real-valued counterpart. The test was conducted using the ImageNet dataset,
which consists of large-scale real images, so that the practicality of new layer for
real-world problem can be demonstrated. Lastly, the proposed input layer struc-
ture with trainable weight filters, instead of the Hadamard Transformation, was
investigated on ReActNet to validate the efficacy of the Hadamard transform for
BNNs.

2 Related Work

2.1 Binary Neural Networks

Parameter quantization is one of the methods of compressing convolutional neu-
ral networks. It is a method representing weight parameters and activations of
neural network, which are normally 32-bit floating point numbers, with fewer
number of N-bit width, such as 8, 4, and 2-bit. A size of the compressed net-
work can be reduced by 32/N times, and an improvement of inference speed can
be obtained [24].

A binary neural network is a special case of quantization with a single-bit
precision, which is the smallest bit width in computer system. The process of
quantization is binarization and it can be simply implemented using signum
function, which outputs the sign bit of input values. An exceptional advantage
of BNN over other quantized neural networks is in a convolution operation. The
convolution operation with the 1-bit operands requires bit-wise logical opera-
tor, which is fast and energy-efficient, instead of expensive and relatively slow
floating-point MAC unit [25]. Binary convolution refers to the convolution with
operands of single-bit precision. Therefore, BNN can save massive energy con-
sumption and reduce the size of deep neural network. Although early studies on
BNN achieved comparable level of accuracy on tiny image dataset [10], such as
MNIST [3] and SVHN [21], training results of BNNs on large-scale image showed
poor image classification accuracy [25]. So until recently, most BNN studies have
tried to mitigate the accuracy degradation.

Authors in [25], proposed that binarization error from real-valued operands
to its binarized version can be reduced by introducing scaling factor. [15] de-
signed a convolution layer with multiple binary convolution bases. The multiple
outputs from the multiple bases are accumulated to enhance representability
of BNN. [18] suggested adding high-precision values before binarization to the
output of binary convolution via short-cut and it improved model capacity. [17]
proposed that activations with high-precision should be binarized not simply
by their signs but by a threshold, which determines a value to be +1 or -1.
The author implemented signum function with trainable parameters to learn
the appropriate threshold during training time. The network with the method
achieved the smallest accuracy loss, which is caused by binarization of original
full-precision network.
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In addition to increasing the accuracy of BNNs, there is a study to reduce
inference cost of BNN. [31] presented an energy-efficient convolution block for
BNN. They also proposed arithmetical computing efliciency(ACE), which is a
metric to measure efficiency of neural network. It calculates energy consumption
on neural network inference by counting the number of MAC operations and
weighting the bit width of operands. Table 4 shows a summary of the accuracy
of this method as well as the previous methods described in this section.

2.2 Input Layer of Convolutional Neural Networks

CNN consists of convolutional layers which extract features of spatial data. Each
layer receives an data in the form of feature maps, extracts specific features,
and passes them to subsequent layer. What features to be extracted are deter-
mined through training process. More specifically, filters of convolutional layer
are shaped differently by training dataset. Interestingly, input layer of the neu-
ral network captures general features, such as color and texture. It is relatively
independent of the dataset used for training [29]. Subsequent layers are learned
to extract more detailed features based on the general features.

It is known that the general filters in the input layer resemble the Gabor
filter in image processing [7,29]. The Gabor filter is mainly used to extract
edge and texture of image [20]. Parameters in the filter, such as angle, width,
and repetition period of edge to be extracted from an image, can be selected
by engineer. The general filters of input layer, which are acquired from network
training, are similar to a set of several the Gabor filters with various combinations
of parameters.

Based on this fact, there are studies that apply the image processing tech-
nique to CNN’s input layer. For example, discrete cosine transform(DCT) is
proved its usefulness as an input layer by [7]. The paper showed that using DCT
as input layer, instead of conventional trainable input layer, can achieve better
accuracy for ResNet-50 architecture. In addition, the authors attempted to train
input layer with a regularizer, whose role is guiding the filters of input layer to
resemble DCT. But they concluded that training DCT-like filter is hard and
inefficient.

In case of BNN, all of the aforementioned methods for increasing the accuracy
of the BNN are not applied to input layer. This is because binarization of input
layer directly can degrades model’s performance severely [30], while the improve-
ment of execution time is small [25]. Recently, [30] suggested to transform input
image with thermometer encoding, which contains division, ceiling and rounding
operations, so it can avoid direct binarization of input layer. Alternatively, [31]
proposed 8-bit quantization for input layer rather than binarization.

2.3 Hadamard Transform

The Hadamard transform is used as a feature extractor in the field of image
and video processing. In [5], specific basis vectors of the Hadamard transform
is selected to detect shot boundary of videos. The transform can be used for
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image compression [28, 6, 4]. [4] suggested image compression method by taking
advantage of simple and efficient property of the Hadamard transform. A recent
study on CNN proposed a layer with Hadamard transform, which is designed
to replace 1 x 1 convolution layer of neural networks, to achieve faster network
inference [22].

3 Hadamard Transform as an Input Layer

3.1 Hadamard Matrix

Hadamard transform is one of the linear image transforms [26]. The transform
is an operator capable of processing 2D images and has averaging property [23].
And the transformed image can be inversely transformed into the original spatial
domain. Hadamard transform can perform the same function as DCT more effi-
ciently. This is because they are both orthogonal transforms [26] but Hadamard
transform uses Hadamard matrix, whose entries are +1 and -1, making the op-
eration simpler.

Hadamard matrix(H) is in square array form, and the matrix of N=2" order
can be obtained using the Kronecker product(1). When N=1, the entry is one
with 1, and for N=2" > 2, the Hadamard matrix can be derived by recursively
utilizing the matrix of N=2("~1) order. For example, when N=4, the Hadamard
matrix H, consists of four Hs, and the Hs holds four H; which is one 1 with
appropriate sign of entries according to equation(1).

(1)

Hy = Hy @ Hynos = {Hznl Hon_y ]

Hgn_l—HQn_l
1111 1111
11 1-1 1 -1 11 -1-1
i =[1] H2[1—1] Ha=10 1 11| e [1-1-1 1] @
1-1-1 1 1-1 1 -1

The matrix has several properties. The first property is that the matrix is
symmetric. Second, each row is orthogonal to each other. Third, how many times
the sign of the entries of the row changes is called sequency, and the Hadamard
matrix of IV order consists of rows with sequency from 0 to NV — 1. If the rows are
ordered in ascending, it is exactly same as the Walsh matrix [23]. In this paper,
we refers to Hadamard matrix as the matrix with the rows of the ascending
ordered.

3.2 Hadamard Transform

Two-dimensional image can be processed with Hadamard transform using Eq.(4).
In the equation, the original image in spatial domain is denoted by s(x,y) and
transformed image is represented by G(u,v). The size of processed image is the
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Fig. 1: Visualized 2D kernels of (a) DCT and (b) Hadamard transform for block
size of 8. Ordered Hadamard matrix is used to obtain (b).

number of 2D kernels of Hadamard transform. The 2D kernels can be obtained
by outer product of rows and columns of Hadamard matrix. For example, from
the ordered Hy, the first two kernels are 4 x 4 as they are in (5). In a same way,
DCT on 2D image can be done using Eq.(3) and the kernels from the DCT can
be obtained. Fig. 1 shows that the two kernel sets from DCT and Hadamard
transform are similar to each other. Additionally, transformed images using the
transforms are illustrated in Fig. 2 to provide qualitative comparison.

N-1N-1 o
Flu) = 30 3 stoens (-2 (ue+ ) ©
=0 y=0
N-1N-1
G(U,U) = S(xay)g(u,v)(xay) (4)
z=0 y=0
1111 1 1 1 1
1111 1 11 1
gL =17, 1 (| 9w2=1|_" | ()
11 11 -1-1-1-1

The characteristic of Hadamard transform is that no multiplication is re-
quired, which results in efficient computation. Secondly, the energy before and
after transformation is preserved (6). And the computational result using the
zero sequency kernel(g(1, 1)) means the average brightness of the spatial domain
image (7). It is the same operation with average pooling layer in neural networks.
Moreover, the energy of most images is concentrated in this area, and for the
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(a) Original image (c) Hadamard transform

Fig.2: (a) Original image from ImageNet dataset and its transformed images
using (b) Hadamard transform and (c¢) DCT.

higher sequency kernels, relatively small amount of energy is held [23], which
enables image compression [6,28,4].

N—-1N-1 1 N—-1N-1
DY syl = e > 1G(u,v)P (6)
z=0 y=0 u=0 v=0
1 N—-1N-1
z=0 y=0

3.3 Proposed Input Layer

As DCT can be used as input layer of CNN [7], and the DCT and Hadamard
transform are functionally same, it is possible to use kernels of Hadamard trans-
form input layer of the BNN. However, there are several considerations to ma-
terialize it.

Assume that there is a single-channel 2D image. Hadamard transform pro-
cesses on N by N size blocks of image in the spatial domain, where the blocks
are non-overlapped. In terms of convolution operation, this is same as window-
ing weight filters with stride step of N and producing N? output channels.
However, to utilize Hadamard transform in input layer, the transform must be
implemented to overlap the N by N block size. This is to provide feature maps
of particular dimension, which can be different from structures of existing BNNs
but can not be covered with stride N, for subsequent layer. At the same time,
the overlapping should properly extracts features without hurting network’s per-
formance. It has been proved that overlapping 2D kernels on the spatial domain
image, which is called modified DCT(MDCT) [27], can extract features well in
CNN [11,27]. Considering the same functionality of DCT and Hadamard, it is
possible to adopting the MDCT manner on Hadamard transform.
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Fig. 3: Hadamard transform in proposed input layer. The operation can be done
for each channels with same N2 kernels. The number of kernels can be vary
depending on order of Hadamard matrix. The transformed images are concate-
nated in channel-wise.

In addition, an input image with 3-channels is normally fed into neural net-
work. Therefore, the kernels should be applied to each channel, which can be
regarded as grouped convolution [14], and the transform will eventually output
3xN? channels. The process is depicted in Fig.3. However, the aforementioned
particular dimension for subsequent layer also includes the number of channels(or
depth). Therefore, the channel of 3xN? size need to flexibly modified depending
on possible BNN structures. To address this issue, pointwise binary convolu-
tion with shortcut [17], which operates in bit-wise operators, is followed by the
Hadamard transform. When the dimension of shortcut and output of pointwise
convolution is not matched, channel-wise zero padding can used for the shortcut.
This proposed input layer is illustrated in Fig.4.

Moreover, it is not necessary to have N? kernels for transformation in the
input layer. Hadamard transform preserves the energy of the pre-transformed
spatial domain, while the high-sequency kernels could result fewer energy por-
tions. Even if these high-sequency kernels are discarded, the energy of the spatial
domain does not change significantly. This concept is used in one of the lossy
compression method, JPEG. Thus, the number of operations can be reduced by
ignoring insignificant energy loss. For example, when N = 4, the number of 2D
kernels to preserve entire energy is 16. However, our experiments witnessed that
no accuracy drop occurred using 10 kernels of low frequencies.

4 Evaluation

Experiments on proposed input layer have three parts. First of all, a generality
of proposed layer is validated. We took two representative used BNNs, whose
full-precision networks are based on ResNet and MobileNetV1 respectively, and
tested the proposed input layer on them. Also, the experiment includes compar-
ison between Hadamard transform to DCT as input layer. Next, in order to test
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Fig.4: Structures of conventional and proposed input layer. The Hadamard
transform in proposed structure is performed by grouped convolution with 8-bit
integer. Output dimension of the operation depends on Kpqeis < N2, which is
the number of 2-d kernels of Hadamard transform. In this paper, we used N=4
and Kpqs;s=10. The binary pointwise convolution can be operated by bitwise
XNOR and bit count. And shortcuts may requires channel-wise zero padding to
match the dimension of the binary pointwise convolution.

practicality of proposed layer, we replaced input layer of ReActNet [16], which
showed the best performance regarding accuracy degradation in this field, with
the proposed layer. The network with proposed layer was tested on real-world
large scale images, the ImageNet [2]. Lastly, we replaced the kernels of Hadamard
from the proposed input layer with binarized filters through training. Datasets
used in the experiments are CIFAR-10 [13] and ImageNet [2]. CIFAR-10 is a rep-
resentative small image(32x32) dataset and has 10 categories in it. The dataset
consists 50K training images and 10K test images. ImageNet contains 1.2M
training images and 50K validation images each of which can be categorized in
1K classes. Unlike CIFAR-10, the image sizes are different from one another, so
they are normally resized to fit a particular size(e.g. 224x224) for training and
validation. Image classification accuracy and energy consumption of the MAC
operation are considered to compare the efficacy of proposed input layer. To
measure the energy consumption, we used ACE which is proposed by [31]. The
metric counts the number of MAC operations and each operation are weighted
by bit width of the operands. ACE for different precision is summarized in the
Table 1.

4.1 Generality of the Hadamard Transform as an Input Layer

Implementation Details. We implemented two BNNs based on ResNet and
MobileNet, which are widely used in BNN studies so far [15,19,17, 30, 31], and
trained them with CIFARI10 [13]. The binarization techniques, which are used
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Table 1: ACE metric [31]
float int
32 | 16 |bfloat 16| 32 | 8 | 4 4|1

Precision

ACE 1024 | 256 256 1024 {64 |16 |4 |1

in this experiment, follow ReActNet [17]. On top of them, minor modifications
of BNN models were processed. Specifically, when experimenting with a ResNet
model, the ResNet-18 structure was used instead of ResNet-20, which has 3x3
kernel size at input layer. The same structure was used in [1]. Afterward we
refer to this network as ReActNet-18. And when testing MobileNetV1 based
BNN, we took the structure proposed by ReActNet [16] and reduced the stride
step of input layer from 2 to 1. The MobileNet-based BNN will be referred to
ReActNet-A, regardless of stride size at input layer.

There are three differences between baseline input layer and proposed input
layer. For the baseline, kernel size is 3x3 and standard 2d convolution is used.
In other words, group size is 1. And operands are high-precision with 32-bit
floating point. On the other hand, proposed input layer has a kernel size of 4x4,
and the grouped convolution with group size of the input channel(RGB channels
for conventional input image). Each groups take 10 2D kernels of Hadamard
transform. And binary point wise convolution is followed by the transform, to
flexibly control the number of output channels.

Two-stage training strategy, which is widely used in BNN training [19, 18,
17,31], is adopted for training the BNNs. In the first step, only activations
are binarized, and weights remain 32-bit floating point number. In the second
step, the previously trained model becomes the initial state, and then additional
binarization function for weights are added in the network. Thus in this step,
both activations and weights are binarized. Adam [12] optimizer was used, and
hyperparameters were set as follows. Training 100K steps for each stage with
256 epochs, batch size of 128 and learning rate of 5e-4. Weight decay is used in
the first stage of learning, but not in the second stage[16].

Results. ReActNet-18 with conventional input layer, shows accuracy of 93.49%
on CIFAR10. ACE for the network is 2.36G and the input layer accounts for
76.63% out of the entire network ACE. On the other hand, in the case of using
the proposed layer, the accuracy dropped by 1.17% resulting in accuracy level of
92.51%. The network saved 75.13% of ACE compared to baseline. In ReActNet-
A the trend were same as the ResNet-18. The accuracy of the baseline is 90.74%,
and the ACE is 1.31G. The baseline input layer occupies 69.18% of entire ACE.
However, when the input layer is replaced with the proposed layer, accuracy level
is 89.60% which is loss of 1.39% point, and the ACE is decreased by 66.70% com-
pared to the baseline. Additionally to compare Hadamard transform with DCT,
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we implemented proposed input layer with DCT instead of Hadamard trans-
form. As the two transformations are same in terms of functionality, accuracy
levels achieved with DCT are similar to with Hadamard transform. However,
DCT consumes more energy than Hadamard transform because the latter is
multiplication-free. The results are summarized in Table 2.

Table 2: Results on CIFAR10

Network Input layer | Accuracy | AAcc.(%p) | ACE(1e9) | A ACE
Baseline 93.94% - 2.36 -
ReActNet-18 DCT 92.97% -0.97 1.06 -55.18%
Proposed 92.51% -1.43 0.59 -75.13%
Baseline 90.74% - 1.31 -
ReActNet-A DCT 89.41% -1.33 0.91 -30.67%
Proposed 89.35% -1.39 0.44 -66.70%

4.2 BNN with Proposed Input Layer on ImageNet

Implementation Details. The baseline for this experiment is exactly same as
proposed in [16]. Stride step is 2 for both baseline and proposed input layer.
The two-stage strategy was applied on this experiment. The proposed network
was trained with 256 epochs, batch size of 256 and learning rate of 5e-6 for each
stage as the authors in [16] suggested. Weight decay was set 5e-6 and used only
for the first step.

Results. The baseline has a validation accuracy of 70.5% and ACE of 16.96G,
where input layer alone accounts for 65.42%. However, with the proposed input
layer, the ACE decrease by 63.08% at the cost of 1.38% of accuracy loss which
is summarized in Table 3. Compared to ReActNet’s real-valued counter part,
it was finally reduced by 3.28% point. The gap is superior to FracBNN [30],
which showed the second best result in the accuracy gap. As a result, the SOTA
BNN with the proposed input layer still showed the smallest accuracy gap from
real-valued counterpart and achieved better energy-efficiency. This result is sum-
marized in Table 4.

4.3 Hadamard Transform vs. Trained Binary Weights

As mentioned in Section 3, using the Hadamard transform as an input layer
means using the transform’s 2D kernels as weight filters. Since the filters consist
of only +1 and -1, the convolution operation consists of only add/sub without
multiplication. Thanks to this, we were able to implement energy-efficient BNNs.
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Table 3: Results on ImageNet
Network | Input layer | Accuracy | AAcc.(%p) | ACE(1e9) | A ACE
Baseline 70.5% - 16.9 -
Proposed 69.12% -1.39 6.26 -63.08%

ReActNet-A

Table 4: Top-1 accuracy of BNNs on ImageNet.

Network Method Top-1 accuracy(%) Gap(%)
Full-precision 56.6 -
AlexNet BinaryNet [10] 279 -28.7
XNOR-Net [25] 44.2 124
Full-precision 69.3 -
ABC-Net (5 bases) [15] 65.0 -4.3
ResNet-18 ABC-Net (1 base) 42.7 -28.6
Bi-RealNet [18] 56.4 -12.9
ReActNet [17] 65.5 -3.8
PokeBNN Full-precision 79.2 -
PokeBNN-1.0 [31] 73.4 -5.8
FracBNN Full-precision 75.6 -
FracBNN [30] 71.8 -3.8
Full-precision 72.4 -
ReActNet-A  ReActNet(Adam) [16] 70.5 -1.9
Ours 69.12 -3.28

However, this result can be attributed not to the kernels of Hadamard, but to
filters composed of +1 and -1. To make it clear, we created the same structure
as the proposed input layer and trained binarized weights from the scratch.

The experiment was conducted on ReActNet-A with CIFAR10 dataset. The
result showed that training filter was less accurate than proposed input layer and
the training curve was largely fluctuated as illustrated in Fig.5. If the learning
process is unstable, the final accuracy can be deteriorated [16]. In general, it is
a phenomenon that occurs when the sign of binarized weights changes only at a
few steps, because the real-valued weights before binarization are close to zero
during the training time[16]. Empirically, this case can be solved by lowering
the learning rate, but BNN already uses a much lower learning rate than full-
precision network learning, so overall learning time can be increased to achieve
the same result.
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Fig. 5: Training curves of ReActNet-A on CIFAR10. The blue line is the network
with training input layer with binary weights, which is unstable. The orange line
is the network with the proposed input layer. Unlike the blue line, the accuracy
of proposed network increases without fluctuation even the filters are binary
values.

5 Conclusion

The input layer of in state-of-the-art binary neural networks (BNNs) typically
use floating-point arithmetic because of the resulting steep drop in accuracy
when quantized and its negligible effect on inference speed. However, from an
energy consumption perspective, the layer consumes an abnormal amount of en-
ergy. To address this issue, we proposed an energy-efficient input layer for binary
neural networks using a Hadamard transform. The proposed input layer has been
tested on ReActNet-A and ReActNet-18, which are MobileNetV1 and ResNet-
18 based BNN respectively. The energy consumption of BNN was measured by
ACE, and with the proposed input layer, the networks’ ACE value was reduced
by up to 75%. In addition, the accuracy degradation caused by this input layer
was less than 1.5%.
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