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Abstract. This paper presents a framework to robustize object detec-
tion networks against large geometric transformation. Deep neural net-
works rapidly and dramatically have improved object detection perfor-
mance. Nevertheless, modern detection algorithms are still sensitive to
large geometric transformation. Aiming at improving the robustness of
the modern detection algorithms against the large geometric transfor-
mation, we propose a new feature extraction called augmented feature
pooling. The key is to integrate the augmented feature maps obtained
from the transformed images before feeding it to the detection head with-
out changing the original network architecture. In this paper, we focus
on rotation as a simple-yet-influential case of geometric transformation,
while our framework is applicable to any geometric transformations. It is
noteworthy that, with only adding a few lines of code from the original
implementation of the modern object detection algorithms and applying
simple fine-tuning, we can improve the rotation robustness of these orig-
inal detection algorithms while inheriting modern network architectures’
strengths. Our framework overwhelmingly outperforms typical geometric
data augmentation and its variants used to improve robustness against
appearance changes due to rotation. We construct a dataset based on
MS COCO to evaluate the robustness of the rotation, called COCO-
Rot. Extensive experiments on three datasets, including our COCO-Rot,
demonstrate that our method can improve the rotation robustness of
state-of-the-art algorithms.

1 Introduction

There has been remarkable progress in object detection by modern network ar-
chitectures [3,32,45], large image datasets with accurate annotations [16,17,33],
and sophisticated open-sources [1,5,41,54]. Despite these successes, a significant
issue still remains; it is sensitive to unexpected appearance changes in the wild,
such as geometric transformation, occlusions, and image degradation. Particu-
larly, rotation robustness is simple yet significant for object detection. In such
cases as first-person vision, drone-mounted cameras, and robots in accidents and
disasters, images are taken with unexpected camera poses and often contain large
rotations.

A typical approach to improve robustness to geometric transformation is data
augmentation (DA) [10, 11, 30, 46] and test-time augmentation (TTA [21, 47]).
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Fig. 1. An overview of our proposed framework (a) and example results by our frame-
work (b). The rotation robustness of a modern object detection network can be sub-
stantially improved by our framework based on augmented feature pooling.

Although the DA and TTA are essential learning protocols for image classifi-
cation, they are powerless for rotation transformation in object detection. The
reason for this is that a bounding box for an augmented image with rotation
becomes much looser than the originally annotated bounding box, as we will
describe in details in Sec. 3. The loosened bounding box includes a large area of
background, which dramatically harm training and inference performance. This
loosened bounding box problem is a common and significant challenge in object
detection with the large geometric transformations such as rotation. As we will
show later, DA and TTA cannot overcome the loosened bounding box problem.

A further challenge in improving the robustness of the object detection net-
work to geometric transformation is the orientation bias of backbone feature
extraction. The weight of the common backbones for object detection networks,
e.g. ResNet [21] and Swin Transformer [37], are optimized for the frontal direc-
tion due to the orientation bias of the training data. Those standard backbones
cannot be directly applicable to object detection tasks with arbitrary rotations.
There is a strong demand for a general framework that can easily inherit the
strengths of highly expressive backbones and modern object detection architec-
tures while improving robustness to geometric transformations.

We propose a robust feature extraction framework for large geometric trans-
formation based on augmented feature pooling. This paper focuses on rotation
as a simple-yet-influential case of geometric transformation, while our framework
is applicable to any kind of geometric transformations. The key is to integrate
feature maps obtained from geometrically augmented images before feeding it
to a detection head. It can be achieved by adding two processes: inverse rota-
tion and feature pooling as shown in Fig. 1 (a). Examples of bounding boxes
detected by our framework with Deformable DETR [65] are shown in Fig. 1 (b).
We aim to improve robustness without additional annotation cost, so we only use
the already annotated bounding boxes. Despite that, our proposed augmented
feature pooling can substantially improve the robustness against rotation by
simply adding a few lines of code to the original implementation of the existing
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method, and fine-tuning the model while freezing the backbone parameters. It
can be easily applied to highly expressive backbones with many parameters, e.g.
Swin-Transformer [37], because the proposed method does not require backbone
optimization.

Our main contributions are summarized as follows3: 1) We propose a rotation
robust feature extraction framework based on augmented feature pooling, which
is applicable to various modern object detection networks. 2) We conducted pre-
liminary experiments for investigating the problems of object detection networks
on rotation robustness. 3) We constructed an object detection dataset with ar-
bitrary rotations using MS COCO [33] for evaluating the robustness against
the rotation. 4) Extensive experiments on three datasets demonstrate that our
method can significantly improve the performance of state-of-the-art methods.

2 Related Works

Object Detection. The architectures of recent object detection consist of three
components: backbone, neck, and detection head. Based on the detection head’s
architecture, the existing object detection algorithms can be classified into single-
stage detectors [6,19,32,35,42–44] and two-stage detectors [2,4,22,39,40,45,49,
53]. While anchors are widely used, anchor-free approaches [29, 48, 59, 64] and
keypoint-based approaches [28, 62] have been proposed. Beyond those CNN-
based methods, Transformers have also been employed in detection networks,
combining a transformer-based architecture [3, 13, 65] with a CNN-based back-
bone [12,18,21,36,56] or using a transformer-based backbone [37]. Those methods
implicitly assume that the target objects are facing in the front.

Data Augmentation and Test Time Augmentation. Data augmentation
(DA) has become essential for training protocol. Learnable data augmenta-
tion algorithms by reinforcement learning and random search have been pro-
posed [10,11,30]. Data augmentation is also effective at inference, which is called
Test-Time Augmentation (TTA) [21,47]. If those DA and TTA for the classifica-
tion task are naively applied to the rotated-object detection task, the detection
performance will be significantly degraded because the augmentation makes the
bounding box loose. Recently, a DA algorithm [25] to handle that problem has
been proposed to approximate the bounding box with an inscribed ellipse to
improve the robustness for small rotation. In contrast, our proposed method can
be more robust to larger rotations.

Rotation-Invariant CNNs and Datasets. Rotation invariance is a funda-
mental challenge in pattern recognition, and many approaches have been pro-
posed. Aiming at extracting features invariant to affine transformations includ-
ing rotation, various network architectures have been proposed [7–9,26,38,50,52,
57,60,61,63]. Alignment-based approaches [23,24,51] have also been presented.
Those methods are not directly applicable to the state-of-the-art object detec-
tion algorithms because those methods do not support the latest advantages
including transformer-based approaches [37,65].

3 Our code of will be available at http://www.ok.sc.e.titech.ac.jp/res/DL/index.html
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Fig. 2. Loosened bounding-box problem of DA and TTA.

For specific applications such as remote sensing focusing on rotation robust-
ness, network architectures and image datasets have been designed based on an
oriented bounding box [14, 15, 20, 34, 55, 58], where its rotation angle informa-
tion is annotated in addition to the center position, width, and height. While
the oriented bounding box is practical for these specific applications, it is not
applicable to standard object detection datasets [16, 17, 33]. It is also difficult
to share the advantages of modern object detection developed for the standard
datasets.

3 Two Challenges of Object Detection for Rotation
Robustness

We discuss two challenges of object detection for rotation: the loosened bounding
boxes and the sensitivity of backbone feature extraction on object detection task.

Loosened Bounding Box. When we apply geometrical data augmentation,
we need to generate a new bounding box for the rotated image. If there is no
segmented mask along object boundary, we have to generate a new bounding
box from the originally annotated bounding box. The bounding rectangle of the
rotated bounding box is commonly used as the new bounding box.

Consequently, geometrical transformation of the data augmentation (DA)
and the test time augmentation (TTA) generates loosened bounding boxes, as
shown in Fig. 2 (a) and (b). To evaluate the looseness of the generated bounding
box, we measured the occupancy of the target object in the generated bounding
box for each rotation angle during training with DA and inference with TTA4

using MS COCO [33] as shown in Fig. 2 (c). These analysis show that (i) the
loosened bounding box problem can only be avoided at integer multiples of 90

4 Note that the TTA curve assumes that each inference before ensemble is ideal, and
thus this occupancy is the upper bound.
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Fig. 3. Rotation sensitivity for backbone feature extraction.

degrees, where the occupancy does not decrease, (ii) the looseness is dramatically
increased where there is a deviation from those four angles.

To demonstrate the harm of the loosened bounding box for DA and TTA,
we measured the mAP of Faster-RCNN [45] with DA and TTA on the rotated
version of MS COCO val dataset (we will describe details in Sec. 5.1) as shown
in Fig. 2 (d). For DA and TTA, we evaluated mAP using three sets of ro-
tation angles for data augmentations denoted by ξ=4, 8, and 16, where ξ is
the number of augmentation. Here, angles are assigned at equal intervals from
all directions, depending on ξ. More specifically, those three rotation sets are
given by Θ=[−180,−90, 0, 90] for ξ=4, Θ=[−180,−135, · · · , 135] for ξ=8, and
Θ=[−180,−157.5, · · · , 157.5] for ξ=16, respectively. As shown in in Fig. 2 (d),
DA, TTA and those combination are only effective for ξ = 4 because the loos-
ened bounding box degrades the training and inference performances for any
angle except for the integer multiples of 90 degrees. The performance of DA and
TTA (except for ξ = 4) become worse than naive fine tuning where the detection
head is naively refined using training data containing arbitrary rotation.

Sensitivity of Backbone Feature Extraction. Backbone feature extraction
of the object detection network is also sensitive to rotation transformations,
i.e. the backbone feature extraction is not rotation invariant. When the rotated
image is used as the input image, as shown in Fig 3 (a), the feature map obtained
by the backbone feature map is also rotated. Even though the rotated feature
map is aligned by inverse rotation, the feature map still deviates significantly
from the feature map extracted from the original input image. As a result, the
rotation of the input image dramatically reduces the detection accuracy (see
Fig 3 (b)). Surprisingly, the sensitivity of the backbone to rotation is a common
challenge, not only in commonly used backbones like the ResNet50 [21], but also
in modern transformers like the Swin-Transformer [37].

4 Proposed Rotation Robust Object Detection
Framework

Our proposed method aims to improve the robustness to large geometric trans-
formations such as rotation while inheriting the strengths and weights of existing
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detection networks, avoiding the loosened bounding box problem and the sensi-
tivity of backbone feature extraction. The key is to introduce augmented feature
pooling, which integrates the set of the feature maps obtained from the rotated
images before feeding it to the detection head. In the following, we describe our
augmented feature pooling and its extension to Feature Pyramid Network [31].
Then, we explain how to extend our framework to transformer-based backbones
such as Swin Transformer [37], and discuss its application to modern object
detection networks.

4.1 Architecture of Augmented Feature Pooling

Figure 4 shows an overview of our proposed augmented feature pooling. Our
augmented feature pooling is a simple architecture that inserts the inverse rota-
tion and the feature pooing between the backbone and the detection head. Let
x0, xl, and F l be an input image, the l-th stage’s feature map, and the back-
bone of l-th stage, respectively. The l-th stage’s feature map xl is obtained from
(l−1)-th stage’s feature map xl−1 and l-th stage’s backbones F l as follows:

xl = F l ◦ xl−1 = F l(xl−1), (1)

where “◦” is composing operator.
We start our discussion with our proposed augmented feature pooling with

a standard detection architecture shown in Fig. 4 (a). We generate a set of
augmented feature maps by the rotation angle θ defined by the rotation set
Θ = {θ1, · · · , θi}. To obtain this set of the augmented feature maps, we first
generate the set of rotated images Z0 = {z00, · · · z0i }, where the i-th rotated
image z0i is generated by z0i = Rθi(x

0) using the rotation operator Rθ. The
rotation operator Rθ represents the rotation within the image plane by angle
theta around the image center. Each of these rotated images z0i is fed to the
backbone F = F l ◦ F l−1 ◦ · · · ◦ F 1, resulting in the set of rotated feature maps
Zl = {zl0, · · · zli}.
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Inverse Rotation. Alignment of feature maps is essential for feature pooling
from the augmented feature maps because the object detection task simulta-
neously estimates the bounding box location with the class label. A set of the
aligned feature maps X̃ l corresponding to each augmentation is obtained by the
inverse rotation R−θi(·) as follows:

X̃ l = {x̃l
0, · · · , x̃l

i} = {R−θ0(z̃
l
0), · · · , R−θi(z̃

l
i)}. (2)

Feature Pooling. Our proposed feature pooling performs a element-wise max
pooling from the set of aligned feature maps as(

x̂l
)
k
= max

i

(
x̃l
i

)
k
, (3)

where k is an index of an element of the feature map, and (x̂l)k and (x̃l
i)k are

the k-th element of x̂l and x̃l, respectively. From Eqs. (1), (2) and (3), our
augmented feature pooling with the rotation set Θ is formally given by(

x̂l
)
k
= max

θ∈Θ

(
R−θ(F

l ◦ · · · ◦ F 1 ◦Rθ(x))
)
k
. (4)

In a typical object detection task, the extracted raw feature map xl is used as
an input for the detection head. Our proposed method feeds the pooled feature
map x̂l to the detection head instead of the raw feature map xl 5.

Extension to Feature Pyramid Network. Our proposed framework can be
easily extended to Feature Pyramid Networks (FPN) [31] as shown in Fig. 4 (b).
The inverse rotation and the feature pooling are applied to the augmented feature
maps for each stage, and those pooled feature maps are fed to the FPN module.
The set of pooled feature maps is denoted as {x̂0 · · · x̂m · · · x̂l}. Using Eq. (4),
the m-th stage’s pooled feature map x̂m is formally represented as follows:(

x̂m
)
k
= max

θ∈Θ

(
R−θ(F

m ◦ · · · ◦ F 1 ◦Rθ(x))
)
k
. (5)

Rotation Set Designs. By designing the rotation set Θ, our proposed method
can control whether to focus on a specific angle range or robust to arbitrary
rotation. For example, if the rotation set Θ is uniform and dense, the robustness
against arbitrary angles is improved, which is the main focus of this paper. On
the other hand, if the rotation set Θ is intensively sampled around a target
angle, e.g. 0 [deg] for the case where the target object is approximately facing in
the front, the robustness of object detection accuracy around the target angle is
improved. We will discuss the effectiveness of the rotation set designs in Sec. 5.2.

Beyond CNNs: Transformer-Based Backbone. Our proposed method can
also be applied to transformer-based backbones with spatial structures such as
Swin Transformer [37]. Figure 5 shows the details of the CNN-based and the
Swin Transformer-based architectures. When FPN is used together with CNN-
based backbones, e.g. ResNet [21], ResNeXt [56], our augmented feature pooling

5 The dimensions of feature map xl are the same as the original backbones.
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Fig. 5. Extension to transformer-based backbone.

is applied to the feature maps obtained from Stages-2, 3, 4, and 5. On the other
hand, for Swin Transformer, our augmented feature pooling is applied to the
feature map immediately after the Swin-Transformer Block of each stage, i.e.
just before the Patch Merging. The proposed method can be easily applied to
the transformer-based backbone with spatial structure and thus inherits their
rich feature representation and pre-trained weight.

4.2 Applying to Object Detection Networks

Our proposed framework is applicable to various types of detection heads such
as single-stage detectors [32,42], two-stage detectors [45], and transformer-based
detectors [65] without any changes in those detection head’s architectures. Our
framework aims to improve the robustness of rotation-sensitive detectors while
taking advantage of the weight of the pre-trained backbones. We consider this
robustness improvement as a downstream task, freezing the backbone and op-
timizing only the parameters of the detection head. Limiting the optimization
parameters to the detection head allows us to quickly achieve robustness against
the rotation transformation with much less computation than optimizing all pa-
rameters including the backbone.

5 Experiments

5.1 Setting

Datasets and Evaluation Measures. While MNIST-Rot12k [27], which is a
rotated version of the original MNIST in any direction, is widely used for the clas-
sification task, there is no common dataset with this kind for the generic object
detection task. Therefore, we constructed a new dataset6 containing arbitrary ro-
tation using MS COCO [33], called COCO-Rot, and evaluated the performance of
our augmented feature pooling. Our COCO-Rot is composed of COCO-Rot-train

6 The details of our dataset are described in our supplemental.
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Fig. 6. Performance on COCO-Rot-val by the proposed method with various number
of augmentations ξ. The mAP, AP50, and AP75 with MS COCO-train [33] and COCO-
Rot-train as training data are shown, respectively.

and COCO-Rot-val, which were generated from the original MS COCO train-
ing and validation data, respectively. We automatically annotated the bound-
ing box for COCO-Rot-train and COCO-Rot-val based on rotated ground truth
segmentation mask instead of manual annotation. The numbers of images for
COCO-Rot-train and COCO-Rot-val are 118K and 5K, respectively. For train-
ing, we used the original MS COCO-train [33] or COCO-Rot-train as training
data, respectively. In addition, we also demonstrated our performance on two
publicly available datasets, PASCAL VOC [17] and Synthetic Fruit Dataset [25].
We used MS COCO detection evaluation measures [33], i.e. the mean Average
Precision (mAP), AP50, and AP75.

Implementation Details. We implemented our code based on MMDetec-
tion [5] with PyTorch [41]. The default training protocol in MMDetection [5]
was employed unless otherwise noted. SGD was used for optimization, and the
training schedule is 1x (i.e. 12 epochs with warmup and step decay, the learning
rate is set to 2.0×10−2 to 2.0×10−4 for Faster-RCNN [45]). NVIDIA A100, P100
and K80 GPUs were used for our experiments. For evaluation of our framework
and existing framework, we only trained the heads while fixing the feature ex-
traction backbones. Unless otherwise noted, we used the pre-trained model using
the original MS COCO [33] as initial weights for training. Resnet 50 was used
in most of our experiments. We set the batch size to 16. The detailed training
protocols are described in our supplementary material.

5.2 Effectiveness of Augmented Feature Pooling

We demonstrate the effectiveness of our proposed method in terms of the effec-
tiveness by increasing the number of augmentations, the comparison with DA
and TTA, the applicability to various backbones, and the effectiveness of our
rotation set design using Faster-RCNN [45]. Applicability to various detection
heads will be described in Sec. 5.3.

Improvement by increasing the number of augmentations. We first
demonstrate the effectiveness of our proposed method by increasing the num-
ber of augmentations. Subscript ξ represents the number of augmentations as
Oursξ. For example, ours with the four augmentations is denoted as Ours4. We
used three rotation sets with different numbers of augmentations ξ=4, 8, and 16,
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10 T.Shibata et al.

Table 1. Performance of mAP on COCO-Rot-val by DA, TTA, and ours. Bold and
italic indicate the best and second best results for each column, respectively. MS
COCO-train and COCO-Rot-train are used as training data, respectively. Green and
red characters show the increase or decrease in performance from vanilla.

(a) Original MS COCO-train.
Method mAP

Vanilla 15.8

+ TTA4 24.7 (+8.9)
+ DA4 21.2 (+5.4)
+ DA4+TTA4 24.3 (+8.5)

Ours16 21.3 (+5.5)
+ TTA4 26.3 (+10.5)
+ DA4 26.7 (+10.9)
+ DA4 + TTA4 26.5 (+10.7)

(b) COCO-Rot-train.
Method mAP

Vanilla 24.6

+ TTA4 27.6 (+3.0)
+ DA4 24.8 (+0.2)
+ DA4+TTA4 27.8 (+3.2)

+ Oracle DA4 24.8 (+0.2)
+ Oracle DA4+TTA4 27.7 (+3.1)

Ours16 30.0 (+5.4)
+ TTA4 30.0(+5.4)

where ξ is the number of augmentation for ours. Angles are assigned at equal
intervals from all directions, depending on ξ. We only train the head of the
detection network using COCO-Rot-train or the original MS COCO-train [33]
while fixing the feature extraction backbones. The performance on COCO-Rot-
val were evaluated. We also evaluated the performances of the original backbone
feature extraction without our augmented feature pooling, which we call vanilla
in the following. In vanilla, the original backbone is also frozen during training
for their detection heads using COCO-Rot-train or original MS COCO-train,
respectively.

Figure 6 shows mAP, AP50 and AP75 on COCO-Rot-val by the proposed
method with various number of augmentations ξ. In our method, the perfor-
mance is steadily improved as ξ is increased because we can avoid the loose
bounding box problem. Note that naive DA, TTA and those combinations are
only effective for ξ = 4 as shown in Sec. 3 (see Fig. 2 (d)). In the following,
unless otherwise noted, for the number of augmentations in the following ex-
periments, we set ξ = 16 for our proposed method, which was highest mAPs
for our method. On the other hand, we fix ξ = 4 for DA, TTA as DA4 and
TTA4 because DA, TTA and those combination are only effective for ξ = 4, i.e.
Θ=[−180,−90, 0, 90].

Comparison with DA and TTA. To demonstrate the superiority of our aug-
mented feature pooling, we evaluated the performance of our method, DA, and
TTA. For fair comparison, we also used COCO-Rot-train to train the heads
for vanilla, DA, and TTA. We also compared our approach with a tightened
bounding box using the instance segmentation mask label when perform rota-
tion augmentation, called as Oracle DA4. Table 1 shows mAP of our method,
vanilla, DA, Oracle DA, and TTA. The values in parentheses are the increase
(green) from mAP of the vanilla backbone feature extraction. We can clearly
see that our proposed method with DA (Table 1 (a)) or TTA (Table 1 (b))
can achieve the highest mAP compared to naive DA and TTA 7. Note that our
proposed method also outperforms the tight box-based DA, called Oracle DA.

7 As shown in our supplemental, AP50 and AP75 are also the highest in the proposed
method as well as mAP.
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Fig. 7. Performance on COCO-Rot-val by the proposed method with various back-
bones. The proposed method is applicable to both CNN-based and transformer-based
backbones. The robustness is improved by increasing the number of augmentations ξ.

This is because our augmented feature pooling can simultaneously solve both the
rotation-bias problem of backbone feature extraction and the loosened bounding
box problem as discussed in Sec. 3.

Applicability to Various Backbones. Our proposed method is effective for
both CNN-based and transformer-based backbones. We evaluated the applica-
bility of our framework using the following five major backbones with FPN [31],
Resnet50 [21], Resnet50 [21] with DCN [12], Resnet101 [21], ResNeXt101 [56],
Swin-T [37], and Swin-S [37]. The performance was evaluated on COCO-Rot-val.
Again, the rotation set Θ was defined by uniformly assigning from all directions
with equal intervals according to the number of augmentations ξ. Figure 7 shows
mAP, AP50 and AP75 of our proposed framework with various numbers of aug-
mentations and that of vanilla. Our framework substantially improves the perfor-
mance for all backbones compared with the vanilla backbone feature extraction.
We can see that the mAP, AP50 and AP75 are improved by increasing the num-
ber of augmentations ξ for all backbones. Note that our proposed method can
further improve the performance of DCN [12] designed to compensate for the
positional deformation. Our proposed method is applicable to such geometrical-
transformation-based backbones. Figure 8 shows the visual comparisons between
our proposed method and vanilla. There are many false positives in the vanilla
backbone feature extraction (blue arrows in the first and the second rows) and
false negatives (green arrows in the third row). Specifically, skateboards and peo-
ple are falsely detected (blue arrows) in the first row, and fire hydrants (green
arrows) can not be detected in the third row. In contrast, our proposed method
can successfully detect those objects, even when using the same training dataset
COCO-Rot-train. More visual comparisons are shown in our supplemental.

Effectiveness of Rotation Set Design. As described in Sec. 4.1, our frame-
work can control whether to focus on the robustness to arbitrary angle range
or a specific angle range by designing the rotation set Θ. To demonstrate this,
we evaluated mAP, AP50, and AP75 for the three rotation set designs denoted
by Set 1, Set 2, and Set 3 shown in Fig. 9. Here, Set 1 has only a single angle
at 0 [deg], Set 2 has the five angles equally sampled among ±45-degree range,
and Set 3 has 16 angles equally sampled among ±180-degree ranges. Figure 9
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(a) Vanilla

(original)

(b) Vanilla

(45[deg])

(c) Vanilla

(225 [deg])

(d) Ours

(original)

(e) Ours

(45[deg])

(f) Ours

(225 [deg])

Fig. 8. Example results by our proposed method and vanilla using Faster-RCNN [45]
with Swin-Transformer [37]. In the results of vanilla, the green and the blue arrows,
i.e. ↖ and ↖, indicate false negatives and false positives, respectively. Contrary
to vanilla backbone feature extraction, our proposed method can detect target objects
with accurate bounding boxes for various rotation angles.

shows mAP, AP50, and AP75 for each rotation angle for those three rotation set
designs. Compared to Set 1 (blue line), mAP, AP50 and AP75 for Set 2 (green
line) are improved in the wide-angle range centered on 0 [deg]. Furthermore, in
Set 3 (red line), mAP, AP50, and AP75 are improved on average for all rotation
angles. From these results, we can see that our proposed method enables us to
improve the robustness for arbitrary angles, and at the same time, it can also
improve the robustness for a specific angle range by designing the rotation set.

Other Datasets. We compared the performance of our proposed method with
the state-of-the-art method [25] focusing rotation augmentation for object de-
tection using the PASCAL VOC and Synthetic Fruit datasets. For a fair com-
parison, the backbone and the detection head were both optimized as in [25]. We
used ResNet50, which has the smallest expressive power of the backbone, in our
implementation. Here, we set the rotation set Θ as seven angles sampled at equal
intervals from a range of ±15 [deg] as in [25]. Table 2 (a) shows AP50 and AP75

of the proposed and the existing methods. Note that the value for the existing
method is taken from [25]. As shown in Table 2, our proposed method achieves
substantially higher performance in both AP50 and AP75. In contrast to [25],
our framework can improve the robustness over a broader range by designing the
rotation set Θ as mentioned in Sec. 4.1. In this sense, our framework is a more
general and versatile framework that encompasses the existing method [25].
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Type Rotation set Θ [deg]
Set1 ▼ 0
Set2 ▼ -45, 22.5, 0, 22.5, 45
Set3 ▼ 22.5 × nθ, nθ = {−8, · · · , 7}

Fig. 9. Performance comparisons with various rotation set. Our framework can control
whether to focus on robust to arbitrary rotation or a specific angle range by designing
the rotation set Θ.

Table 2. Result on other datasets. Bold indicates the most accurate methods. (a)
Comparison of AP50 and AP75 on PASCAL VOC and Synthetic Fruit. (b) Results of
AP50 on PASCAL VOC-Rot.

(a) PASCAL VOC and Synthetic Fruit
Datasets PASCAL VOC [17] Synth. Fruit [25]

Methods AP50 AP75 AP50 AP75

Ellipse+RU [25] 81.6 58.0 95.8 93.2
Ours 89.6 69.4 96.7 93.6

(b) PASCAL VOC-Rot
Method AP50 AP75

Vanilla 64.9 35.6

+ TTA4 72.3 (+7.4) 40.5 (+4.9)

Ours16 77.3 (+12.4) 45.7 (+10.1)
+ TTA4 78.8 (+13.9) 44.2 (+8.6)

In many practical scenarios, we cannot obtain an annotated segmented mask
along object boundary due to the high cost of annotation. Even in such a case,
the proposed method works better than naive TTA. To demonstrate this, we
constructed a new dataset, called PASCAL VOC-Rot, by rotating the image
and the originally annotated bounding box of the original PASCAL VOC in
an arbitrary rotation. Table 2 (b) shows AP50 on PASCAL VOC-Rot 8. Note
that the bounding boxes for those evaluation and training datasets are loose
because there are no segmented masks in PASCAL VOC. As shown in Table 2,
our proposed method is relatively more effective than naive TTA.

5.3 Applicability to Modern Object Detection Architectures

The proposed method is applicable to various types of object detection net-
works including single-stage, two-stage, and transformer-based architectures. To
demonstrate the versatility of our proposed method, the following widely used
and state-of-the-art object detection networks were used for our evaluation:
Faster-RCNN [45] (two-stage), Retinanet [32] (single-stage), YOLOF [6] (single-
stage), FSAF [64] (anchor-free), ATSS [59] (anchor-free), and Deformable-DETR
[65] (transformer-based).

Tables 3 (a) and (b) show mAP on COCO-Rot-val of our proposed method,
vanilla with DA4, our proposed method with TTA4 and vanilla with TTA4, re-
spectively9. We can clearly see that our proposed method substantially improves
the mAP for all the detection architectures than DA and TTA. Finally, we eval-
uated mAP, AP50, and AP75 of our proposed method and vanilla with TTA4

for each rotation angle as shown in Fig. 10. For mAP and AP75, our proposed
method outperforms vanilla with TTA4 for almost all angles. In AP50, the pro-
posed method is comparable to vanilla with TTA4 only in [65], and our method

8 Note that, in PASCAL VOC, the standard evaluation metric is AP50.
9 We also show AP50 and AP75 in our supplementary material.

2400



14 T.Shibata et al.

Table 3. Overall performance of mAP on COCO-Rot-val. Bold indicates the best result
for each column. COCO-Rot-train is used for training.

(a) Our method and DA with various object detection networks.
Baseline Backbone/Neck Vanilla Vanilla+DA4 Ours16

Faster-RCNN [45] ResNet50 w/ FPN 24.6 24.8 (+0.2 ) 30.0 (+5.4 )
RetinaNet [32] ResNet50 w/ FPN 24.1 24.3 (+0.2 ) 29.6 (+5.5 )

FSAF [64] ResNet50 w/ FPN 24.6 24.9 (+0.3 ) 30.1 (+5.5 )
ATSS [59] ResNet50 w/ FPN 26.6 27.0 (+0.4 ) 32.2 (+5.6 )

YOLOF [6] ResNet50 24.4 24.6 (+0.2 ) 28.1 (+3.7 )
D-DETR (++ two-stage) [65] ResNet50 35.9 37.3 (+1.4 ) 39.5 (+3.6 )

(b) Our method and TTA with various object detection networks.
Baseline Backbone/Neck Vanilla Vanilla+TTA4 Ours16+TTA4

Faster-RCNN [45] ResNet50 w/ FPN 24.6 27.6 (+3.0 ) 30.0 (+5.4 )
RetinaNet [32] ResNet50 w/ FPN 24.1 27.3 (+3.2 ) 29.5 (+5.4 )

FSAF [64] ResNet50 w/ FPN 24.6 27.3 (+2.7 ) 30.1 (+5.5 )
ATSS [59] ResNet50 w/ FPN 26.6 29.3 (+2.7 ) 32.0 (+5.4 )

YOLOF [6] ResNet50 24.4 26.9 (+2.5 ) 28.2 (+3.8 )
D-DETR (++ two-stage) [65] ResNet50 35.9 37.6 (+1.7 ) 39.2 (+3.3 )
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Fig. 10. Comparison of mAP, AP50 and AP75 for each rotation angle between our
method and vanilla with TTA4. The combination of various object detection with our
method improves the robustness against rotation compared to vanilla with TTA4.

outperforms vanilla with TTA4 in other detection networks. These results show
that our method is applicable to various detection networks.

6 Conclusions

We have proposed the rotation robust feature extraction framework using aug-
mented feature pooling. The key is to integrate the augmented feature maps
obtained from the rotated images before feeding it to the detection head with-
out changing the original network architecture. We can obtain robustness against
rotation using the proposed framework by freezing the backbone and fine-tuning
detection head. Extensive experiments on three datasets demonstrated that our
method improves the robustness of state-of-the-art algorithms. Unlike TTA and
DA, the performance of the proposed method improves as the number of aug-
mentations is increased.
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