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Abstract. Person re-identification (Re-ID) has been widely studied and
achieved significant progress. However, traditional person Re-ID meth-
ods primarily rely on cloth-related color appearance, which is unreli-
able under real-world scenarios when people change their clothes. Cloth-
changing person Re-ID that takes this problem into account has received
increasing attention recently, but it is more challenging to learn discrim-
inative person identity features, since larger intra-class variation and
smaller inter-class easily occur in the image feature space with clothing
changes. Beyond appearance features, some known identity-related fea-
tures can be implicitly encoded in images (e.g., body shapes). In this
paper, we first design a novel Shape Semantics Embedding (SSE) mod-
ule to encode body shape semantic information, which is one of the
essential clues to distinguish pedestrians when their clothes change. To
better complement image features, we further propose a Co-attention
Aligned Mutual Cross-attention (CAMC) framework. Different from pre-
vious attention-based fusion strategies, it first aligns features from mul-
tiple modalities, then effectively interacts and transfers identity-aware
but cloth-irrelevant knowledge between the image space and the body
shape space, resulting in a more robust feature representation. To the
best of our knowledge, this is the first work to adopt Transformer to
handle the multi-modal interaction for cloth-changing person Re-ID.
Extensive experiments demonstrate the effectiveness of our proposed
method and show the superior performance achieved on several cloth-
changing person Re-ID benchmarks. Codes will be available at https:
//github.com/QizaoWang/CAMC-CCRelD.

1 Introduction

Person re-identification (Re-ID) aims at identifying and associating the same
person across different cameras, which has great potential applications in video
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surveillance, including suspect tracking, activity analysis, human-computer in-
teraction, etc. Depending on application scenarios, existing person re-identification
approaches can be broadly grouped into two categories, short-term and long-
term. Short-term person Re-ID has been widely studied in the past decades,
involved in multiple challenges and research directions, including occlusion [37,
30, 55] and infrared-visible modalities [53,54], supervised [34, 26, 68] and unsu-
pervised learning [51, 58, 21|, representation [56,50, 5] and metric learning [13,
7,45]. However, all of these methods assume that the same person would al-
ways wear the same clothes, so the learned features may mostly rely on clothing
appearances. On the contrary, long-term person Re-ID focuses more on the ap-
plication in real-world scenarios, which takes into account practical problems,
such as changing clothes and incremental identities. Among them, the cloth-
changing problem has attracted more and more attention, which is also known
as cloth-changing person Re-ID.

To deal with the challenge of clothing changes, it is important to use ro-
bust identity-related features. Many researchers naturally turn their attention
to human body shape information, since the body shape of a person usually
remains unchanged for a relatively long duration. However, it is extremely diffi-
cult to mine it from RGB color images. Consequently, most cloth-changing Re-ID
methods draw support from other modalities, such as 2D human posture key-
points [39], contour sketches [57], gaits [22] and 3D shapes [6]. In this paper, we
also target cloth-changing person Re-ID, but propose a novel Shape Semantics
Embedding (SSE) module. It uses heatmaps of human postures to encode body
shape semantic information, which is more lightweight and robust in long-term
scenarios.

When integrating useful information from multiple modalities, one of the
challenges is how to make them interact effectively. Unfortunately, in previous
cloth-changing Re-ID methods, the interaction between appearance features and
features extracted from other modalities is relatively simple. Intuitively, there
is an inevitable gap in the representations of different modalities even for the
same person, so a simple interaction between modalities could not make full of
use of abundant multi-modal information. In recent years, Transformer [48] has
been widely used, and many researches have shown its effectiveness in computer
vision tasks, such as object detection [3,70], and person re-identification [35,
30,12|. The attention mechanism in Transformer can effectively capture the
contextual semantic information of input sequences. Inspired by it, we propose
a Co-Attention Aligned Mutual Cross-attention (CAMC) framework for cloth-
changing person Re-1D.

More specifically, an appearance branch and a shape branch are first designed
in our framework. The former uses a conventional backbone (e.g., ResNet-50 [10])
to extract appearance features, and the latter is exactly our proposed SSE mod-
ule for obtaining body shape information. To relieve the gap between both fea-
tures from different modalities, we adopt element-wise attention for alignment.
Subsequently, a symmetrical mutual cross-attention module is applied to effec-
tively distill appearance and body shape information from each other. With our
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proposed CAMC framework, appearance features are refined with the help of
body shape semantic information which is cloth-irrelevant, while body shape
semantic features are supplemented with aligned appearance features robust to
clothing changes.

In summary, our contributions are listed as follows:

1. We propose a Shape Semantics Embedding module based on the self-attention
mechanism to encode body shape semantics irrelevant to clothes, which is
essential to identify a person when changing clothes.

2. We propose a novel mutual interaction module based on the cross-attention
mechanism to interact appearance and body shape features effectively, re-
sulting in a fused feature more robust to clothing changes. To mitigate the
feature gap from different modalities and improve the efficiency and effective-
ness of their feature interaction, we additionally introduce an element-wise
co-attention alignment module for alignment.

3. To the best of our knowledge, it is the first work to adopt Transformer to
handle multi-modal interaction for cloth-changing person Re-ID. Extensive
experiments demonstrate the efficacy of our proposed model on several cloth-
changing Re-ID benchmarks.

2 Related Work

2.1 Person Re-identification

Person Re-ID task aims at identifying a specific person across different cameras
and locations. With the rise of deep learning, person Re-ID technology has made
great progress and is widely used in smart cities, intelligent security, human-
computer interaction, etc. Many works try to explore fine-grained pedestrian
identity features via metric learning, for instance, hard triplet loss [7,13] to
encourage a closer feature distance among the same identity, and classification
loss [41, 64, 66] to learn a high-level global feature from the whole input. There
are also some other works dealing with spatial misalignment problems, such as
occlusion [11,65], variant camera views [33,44], diverse poses [38, 28], different
resolutions [27], and manifold domains [18, 23|. However, these models are well-
trained based on the assumption that the same person has the same clothing in a
short duration, which seriously hinders their applications in long-term real-world
scenarios. In this paper, we focus on the more realistic long-term cloth-changing
person Re-ID task and further explore a robust person identity feature extraction
model to solve the problem of unreliable appearance information.

2.2 Cloth-changing Person Re-identication

To further improve the applicability and practicability of person Re-ID models
in real-world scenarios, more and more researchers turn to studying the cloth-
changing person Re-ID task, which targets to match the same person across dif-
ferent locations over a long duration and inevitably faces the cases of changing
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clothes. In this situation, appearance/texture information can no longer be used
as an accurate representation to distinguish different pedestrians, which makes it
difficult for many previous methods to achieve satisfactory results. Thus, nowa-
days, many studies have tried to solve the problem via learning more stable
biological representation, for example, Wan et al. [49] and Yu et al. [60] extract
facial features to improve the person Re-ID accuracy; Yang et al. [57] utilize
contour sketches to indicate discriminative characteristics; and Qian et al. [39]
and Li et al. [29] use shape information to help feature learning. Different from
existing works, we not only focus on extracting precise biological body shape
semantic information, but also try to better align the two modality features of
appearance and body shape, which can further boost the cloth-changing person
Re-ID performance.

2.3 Transformer-based Person Re-identification

Transformer [48] has made great achievements in the field of natural language
processing. Inspired by the self-attention mechanism, many researchers apply
Transformers to computer vision tasks and find such Transformers can be as
effective as CNNs over feature extraction. For example, Dosovitskiy et al. pro-
pose ViT [9] which processes images directly as sequences, Touvron et al. intro-
duce a teacher-student strategy specific for Transformers to speed up the ViT
training without using any large-scale pretraining data, and Carionet al. design
DERT [3] performing cross-attention between the object query and the feature
map to transform the detection task into a one-to-one matching problem. Since
Transformer can capture long-distance dependency and help models pay atten-
tion to different parts of the human body, such as the head, shoulder, waist, and
thigh, and obtain rich local relevant semantic information, Li et al. [30] and
He et al. [12] adopt Transformer to solve the person partial-observation prob-
lem in occlusion person Re-ID task. In this paper, we take the advantage of the
Transformer cross-attention mechanism to interact appearance and body shape
semantic information, and generate a robust fused pedestrian feature under the
cloth-changing scenario. Different from the latest work [2], which uses ViT as
backbone only, we explore to effectively use Transformer to interact multiple
modalities in cloth-changing person Re-1D.

3 Methodology

3.1 Overview

In this paper, we aim to address the problem of person Re-ID under the long-
term cloth-changing setting, where the clothing appearance is unreliable and
even would hinder the network to extract discriminative features. Considering
that body shape is more robust against clothing changes, we draw support from
heatmaps of human postures to encode body shape semantic information. Fur-
thermore, we propose a Co-attention Aligned Mutual Cross-attention framework
to effectively align and interact multi-modality features.
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Fig. 1. Overview of our Co-attention Aligned Mutual Cross-attention (CAMC) frame-
work. It consists of an appearance branch, and a body shape branch implemented by our
proposed Shape Semantics Embedding (SSE) module. We propose a co-attention align-
ment module to align the two modalities. Then a symmetrical mutual cross-attention
module is applied to effectively interact and fuse appearance and body shape semantic
information, outputting a fused feature robust to clothing changes.

The overall framework is shown in Fig. 1, which consists of an appearance
branch and a body shape branch. Concretely, the former is designed to extract
appearance features from the given person image x € R¥7>Wx¢_ Following [46],
we use ResNet-50 [10] as backbone, and the stride of the first convolution layer
in res4 block is set to 1 to increase the feature resolution. The output feature
is flattened in the spatial dimensions to obtain the appearance feature sequence
f¢ € RhM*d where h and w are the height and width of the feature map, d
denotes the feature dimension.

In the rest of this section, we first introduce how the body shape branch
extracts rich semantic information about body shapes (see Sec. 3.2). Second, we
propose a co-attention alignment module to align multi-modal information (see
Sec. 3.3). Then, we elaborate on the mutual cross-attention module, which plays
a key role in the multi-modal feature interaction (see Sec. 3.4). Lastly, we briefly
describe the procedures of training and inference in Sec. 3.5.

3.2 Shape Semantics Embedding Module

When people change their clothes, although most appearance clues, such as the
color of clothes, change significantly, their body shapes are relatively stable even
for a long time. Therefore, it is useful to encode and utilize the body shape se-
mantic information, which is more robust to clothing changes. To achieve such
a goal, we propose a Shape Semantics Embedding (SSE) module to encode it
from heatmaps of human postures. Our proposed SSE module especially lever-
ages the self-attention mechanism to learn relations between different human
posture keypoints. The intuition is that biological information is contained in
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Fig. 2. Illustration of our proposed co-attention alignment module. By encoding the
concatenated appearance and body shape semantic features, element-wise attention
scores are obtained to effectively align features from different branches.

these relations (e.g., hip to knee). Compared with encoding individual keypoint,
such a design is more stable and robust, even if people change their postures.

As shown in Fig. 1, we employ an off-the-shelf estimator HRNet [43] to
obtain heatmaps of human postures. Given an input image x, HRNet returns
K heatmaps of human postures, where each heatmap represents the location
distribution of one posture keypoint. We regard K as the feature dimension and
apply a convolution layer to increase the dimension from K to d, outputting a
human posture feature f* € R""*4 where h and w represent the height and
width of the feature map. To encode the relations between each pair of human
posture parts, we feed f* into an encoder layer, which consists of one multi-head
self-attention layer [48] with a skip connection and layer normalization [1]. A
standard feed-forward network [48] is further attached to output the body shape
semantic feature f° € R"¥*9 More details on the structure design are discussed
in the supplemental material.

Benefiting from the ability to effectively capture the long-distance and short-
distance semantic information of inputs, the self-attention mechanism can encode
the correlations between different parts of human postures, which present the
body shape semantics. Meanwhile, the multi-head mechanism enables different
heads to effectively focus on all kinds of semantic details.

3.3 Co-Attention Alignment Module

Intuitively, the appearance feature f® and the body shape feature f° are from
two different modalities, so they may not correspond, containing mismatched
redundancy and interference information. To effectively match and integrate
their useful information, we propose a co-attention alignment module, as shown
in Fig. 2, to align both features before further interaction and fusion.
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Specifically, the input of the co-attention alignment module is the concate-
nated two branch features f¢ = [f%; f°] € R'"*2d where [+ ; *| means the
concatenation operation. Then it further goes through two fully-connected (FC)
layers. Similar to [16], the first FC layer compresses the feature dimension to a
quarter and the second one decodes it back to the original dimension, not only
reducing the number of parameters, but also achieving the information bottle-
neck effect. After that, a sigmoid function is attached to produce element-wise
attention scores for feature alignment. For training stability, we further intro-
duce a skip connection from the input to the output. The overall formulation
can be expressed as,

s = U(¢(fCW1 + bl)WQ + bg) (1)

[fofl=fe; fe=sofo+ [ (2)

where W, € R24x(d/2) W, ¢ R(d/2)x2d p, ¢ R1*(4/2) and by € RY*2? are weights
and biases of two fully-connected layers; ¢ is the ReL U activation function and
o denotes the sigmoid function; ® means the element-wise multiplication. We
divide the aligned features f¢ € RM0X2d iy half, to separately get the aligned

appearance feature sequence f@ € R"*d and the aligned body shape semantic
feature sequence fs € Rwxd,

3.4 Mutual Cross-Attention Module

After successfully aligning appearance and body shape semantic features, we in-
troduce a cross-attention module to realize the information interaction between
the two modalities. As shown in Fig. 1, this module is performed mutually and
symmetrically, that is, the body shape features are integrated into the appear-
ance features and vice versa.

Take one side as an example, we first apply the multi-head cross-attention
mechanism to do interaction by computing the dot-product similarity between
the appearance feature f“ and the body shape feature fs. The similarity is
scaled by v/d and normalized by a softmax function. Subsequently, the result
is regarded as an attention weight to perform a weighted sum of f*. In this
way, for each appearance feature ﬁ-“ € R4 where i € [1,hw], we can find
body shape semantic information with similar responses in f*, and integrate it
effectively. In other words, the appearance features f¢ are well refined with the
help of the cloth-irrelevant body shape semantic information f $. The formulation
is expressed as,

Q=fo; K=f; V= (3)
fF7r=9 (softmax (?ﬁf;) V+ fa) (4)

where f57¢ € R">4 and ¢ denotes the layer normalization [1]. It is similar to
the standard multi-head cross-attention module in Transformer [48], but there
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is no necessary for linear projection for query, key, and value space, thanks to
our proposed co-attention alignment module.

For the other side of the interaction, we adopt the same formulation but set
Q= fs, K= f~“7 V= f“, to integrate the matched appearance features into the
body shape semantic features. Finally, we get f7% € R4 which represents
body shape semantic features that are supplemented with aligned appearance
features robust to clothing changes.

3.5 Training and Inference

Thanks to the symmetrical mutual cross-attention interaction between the aligned
features from the two branches, we take full use of appearance and body shape
semantic information. We concatenate the two features after interaction together
to obtain a more robust and discriminative feature, which can be formulated as
follows:

F = [fs—m; fa—>s] c Rhwx2d (5>

For training, we adopt a linear classifier with the input of the fused feature F,
and optimize the model by cross-entropy loss with label smoothing. For inference,
we directly use F as final features to compute the cosine distance between two
person images for retrieval.

4 Experiment

4.1 Experimental Setup

Datasets. We mainly evaluate our method on two widely used long-term cloth-
changing person Re-ID datasets: Celeb-reID [20] and LTCC [39]. Celeb-relD is
acquired from the Internet using street snapshots of celebrities, which contains
34,186 images of 1,052 identities. Specifically, more than 70% images of each
person show different clothes on average. LTCC is an indoor cloth-changing
person Re-ID dataset, which has 17,138 images of 152 identities with 478 different
outfits captured from 12 camera views. LTCC is challenging as it contains diverse
human poses, large changes of illumination, and large variations of occlusion. To
better illustrate our model efficacy on the general person Re-ID task, we also
evaluate our method on Market-1501 [63], which is a benchmark dataset for
the standard person Re-ID without clothing changes.

Implementation details. Our method is implemented on the Pytorch frame-
work. We adopt ResNet-50 [10] initialized by ImageNet [8] as backbone to extract
person appearance features. The input images are resized to 256 x 128. For data
augmentation, color jitter, random horizontal flipping, padding, random crop-
ping, and random erasing [67] are used. We use Adam optimizer [24] for 150
epochs, with the warmup strategy that linearly increases the learning rate from
3 x 107 to 3 x 10™* in the first 10 epochs. Then decrease the learning rate by
a factor of 10 at epoch 40 and 80. The batch size is set to 64 for Celeb-relD
and Market-1501, and 32 for LTCC, with 4 images per ID. To get the heatmaps
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Table 1. Comparison of our method with the state-of-the-art methods on Celeb-relD.
The best results are shown in bold.

Methods [ Rank-1 Rank-5 mAP
ResNet-Mid [59] 13.3 54.6 5.8
Two-Stream [66] 36.3 54.5 7.8
MLFN [4] 41.4 54.7 6.0
HACNN [26] 47.6 63.3 9.5
Part-Bilinear [42] 19.4 40.6 6.4
PCB [46] 37.1 57.0 8.2
MGN [52] 49.0 64.9 10.8
ReIDCaps [20] 51.2 65.4 9.8
CESD [39] 50.9 66.3 9.8
RCSANet [19] 54.9 - 11.0
Baseline (ResNet-50) 52.9 66.2 9.9
Ours 57.5 71.5 12.3

of human postures, we employ HRNet [43] pre-trained on COCO dataset [32],
where the number of heatmaps is 17. We merge the 5 heatmaps corresponding
to the nose, ears, and eyes as “face”, resulting in 13 heatmaps. We simply freeze
all weights of HRNet during training.

Evaluation metrics. For evaluation, we adopt standard metrics as in most
person Re-ID literature, namely Cumulative Matching Characteristic (CMC)
curves and mean average precision (mAP). To make a fair comparison with
the existing research works, for LTCC, we evaluate our method under both the
standard setting and the cloth-changing setting. Specifically, for the standard
setting, images in the testing set with the same identity and the same camera
view are discarded when computing evaluation scores. In other words, there
are both cloth-consistent and cloth-changing samples in the testing set. For the
cloth-changing setting, images with the same identity, camera view, and clothes
are discarded during testing, so there are only cloth-changing samples in the
testing set.

4.2 Quantitative Results

Performance on the Celeb-relD dataset. We evaluate our proposed method
on Celeb-relD and compare it with other state-of-the-art competitors. Results
are shown in Table 1. Among them, ReIDCaps [20], CESD [39] and RCSANet [19]
are specially designed for the cloth-changing person Re-ID problem. For a fair
comparison, the results of ReIDCaps [20] and RCSANet [19] are achieved with-
out applying the fine-grained body parts learning strategy. The results of Rel-
DCaps [20] are copied from the original paper and it uses deeper DenseNet-
121 [17] as the backbone. Our method outperforms all compared methods on
the challenging cloth-changing dataset Celeb-reID which contains great clothing
variations. Our method outperforms the state-of-the-art method RCSANet [19]
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Table 2. Comparison of our method with the state-of-the-art methods on LTCC.
The best results of the state-of-the-art method and our method are shown in bold.
“Standard” and “Cloth-Changing” mean the standard setting and the cloth-changing
setting, respectively.

Cloth-Changing Standard
Methods Rank-1 [ mAP Rank-1 [ mAP
LOMO [31] + KISSME [25] 10.75 5.25 26.57 9.11
LOMO [31] + XQDA [31] 10.95 6.2 25.35 9.54
PCB [46] 23.52 10.03 61.86 | 27.52
HACNN [26] 21.59 9.25 60.24 26.71
RGA-SC [62] 31.4 14.0 65.0 27.5]
ISP [69] 27.8 11.9 66.3 29.6
GI-RelD [22] 23.7 104 63.2 29.4
CESD [39] 25.15 12.40 71.39 34.41

Chen et al. [6] 31.2 14.8 - -
FSAM [14] 38.5 16.2 73.2 35.4
Baseline (ResNet-50) 31.89 13.07 69.17 33.16
Ours 35.97 15.43 73.23 35.31

by 2.6% in Rank-1 accuracy. The great improvement of our method compared
with our baseline model (ResNet-50) also demonstrates that our method can
help tackle the cloth-changing challenge of person Re-ID.

Performance on the LTCC dataset. We also evaluate our proposed method
on LTCC and compare it with several competitors. In Table 2, competitors
include methods based on hand-crafted feature representations, deep learning
baselines, and methods specially designed for cloth-changing person Re-ID. All
state-of-the-art standard person Re-ID methods achieve relatively inferior per-
formance, because they do not take the clothing changes into account. To reduce
the interference of clothes, some cloth-changing person Re-ID methods use in-
formation from different modalities. For example, FSAM [14] integrates three
modalities and fine-tunes the parsing network while training, while our method
only uses an off-the-shelf human posture keypoints extractor. Results show that
our method achieves comparable results with the state-of-the-art cloth-changing
person Re-ID methods.

Performance on the Market-1501 dataset. To further show the feasibil-
ity of our method for the cases without clothing changes in the short term,
we additionally evaluate our method on the standard benchmark person Re-ID
dataset Market-1501. As shown in Table 3, our method is comparable with the
state-of-the-art methods on Market-1501. Specifically, our method still achieves
improvement compared with the baseline model (ResNet-50), which shows that
our method can take advantage of the body shape information to extract more
discriminative person identity features.
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Table 3. Comparison of our method with state-of-the-art methods on Market-1501.

Methods [ Rank-1 [ mAP
PCB [46] 93.8 81.6
TANet, [15] 94.9 83.1
AANet [47] 93.9 83.4
DSA-reID [61] 95.7 87.6
RGA-SC [62] 96.1 88.4
ISP [69] 95.3 88.6
Baseline (ResNet-50) 93.1 82.9
Ours 94.0 84.6

Table 4. Ablation study on the Celeb-reID dataset. “S—A” denotes the one-way cross-
attention interaction from the body shape branch to the appearance branch, while
“A—S” denotes the one-way cross-attention interaction from the appearance branch to
the body shape branch.

Methods SSE Co-Attention S—A A—S [ Rank-1 mAP

1 (Baseline) 52.86 9.92
2 v 52.59 9.97
3 v v 53.23 10.19
4 v v 54.24 10.51
5 v v 55.85 11.37
6 v v v 55.92 11.27
7 v v v 53.87 10.39
8 v v v 57.17 12.09
9 (Ours) v v v v 57.47 12.27

4.3 Ablation Study

To verify the effectiveness of our method, detailed ablation experiments are
carried out on each proposed module, on the large-scale long-term cloth-changing
person Re-ID dataset Celeb-relD. Results are shown in Table 4.

The effectiveness of SSE and mutual cross-attention. Although body
shape is more robust against clothing changes than color appearance, intuitively,
we cannot distinguish a person only by his/her body shape. Experiments also
demonstrate that the performance is quite low if we only use the body shape
branch. The results of method 2 in Table 4 show that if we directly concatenate
appearance features with body shape semantic features extracted by the SSE
module, the performance is close to baseline. It shows the performance improve-
ment is gained from our well-designed mutual cross-attention strategy, rather
than just the extra introduction of the body shape branch. By comparing meth-
ods 2 and 6 in Table 4, we can see that our proposed mutual cross-attention
strategy improves Rank-1 by 3.33%, and mAP by 1.30%. It also indicates that
the SSE module has encoded useful body shape semantic information.
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(b)

Fig. 3. Visualization of retrieval results. The left side of (a) and (b) is the input query
image. For the right side, the first and the second row are the ordered matching re-
sults obtained by using the benchmark network ResNet-50 and our proposed network,
respectively. Images with green borders and red borders indicate correct and error
matching results, respectively. Best viewed in color and zoomed in.

Design effectiveness of mutual cross-attention. Aiming for adequate inter-
action and information fusion between the two branches, we propose a symmet-
rical mutual cross-attention module. As shown in Table 4, compared with base-
line, when we only apply the one-way cross-attention interaction either “S—A” or
“A—S” the performance is improved. However, due to the unidirectional nature
of information interaction, the network still cannot make full use of the infor-
mation between the two modalities. When we apply the proposed mutual cross-
attention interaction strategy, much greater improvement is achieved, which val-
idates the effectiveness of our mutual cross-attention design.

It is worth noting that, as the results of methods 4 and 7 in Table 4 show,
if only use the one-way cross-attention interaction, applying the co-attention
alignment mechanism may not improve the performance effectively. Therefore,
our proposed mutual cross-attention strategy is more stable and conducive to
multi-modal feature fusion.

The effectiveness of the proposed co-attention alignment module. As
shown in Table 4, even without the mutual cross-attention module, compared
with baseline, the co-attention alignment module can still improve the perfor-
mance. Together with our proposed mutual cross-attention module, the perfor-
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Fig. 4. t-SNE visualizations of features from the appearance branch and the body shape
branch, as well as ones extracted from CAMC. Samples are randomly selected from
the testing set of the LTCC dataset. Each color represents an identity, and different
symbols indicate different clothes. Best viewed in color and zoomed in.

mance can be further improved. It is worth noting that, as the results of methods
4 ~ 6 in Table 4 shown, when we discard our proposed co-attention alignment
module, the mutual cross-attention strategy may not improve the performance
effectively compared with the one-way cross-attention. The results confirm the
necessity and effectiveness of our co-attention alignment operation. As the results
of methods 7 ~ 9 in Table 4 shown, when we apply our proposed co-attention
aligned mutual cross-attention mechanism, the best results are achieved. It in-
dicates features from various modalities, that are aligned with each other well,
can interact and fuse more effectively, and better help the network to extract
more discriminative and cloth-irrelevant identity features.

Visualization of retrieval results. With the introduction of the body shape
semantic information and our proposed modality-aligned mutual fusion strat-
egy, our method can help meet the challenge of changing clothes. To intuitively
demonstrate this conclusion, we visualize the top 10 ranked retrieval results of the
baseline network ResNet-50 and our proposed network under the cloth-changing
setting on LTCC.

As shown in Fig. 3, our proposed network can better recognize the same
person with different clothes. For example, in the second row of Fig. 3 (a), the
top retrieval results have the same identity as the input query person, but with
different clothes. However, for the matching results of ResNet-50, that is, the
first row of Fig. 3 (a), the matching images have similar clothing textures to the
input query image, but with different identities. For another example, we can
see in Fig. 3 (b), the retrieved persons in the first row wear clothes with similar
colors, resulting in some matching errors. However, benefiting from paying more
attention to body shape information rather than volatile color appearance, our
method can still correctly identify pedestrians even if they change clothes.

Visualization of features. To verify our motivation and show the effectiveness
of our proposed method, we use t-SNE [36] to visualize the learned features.
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As shown in Fig. 4, features from the appearance branch are relatively more
chaotic than ones extracted from CAMC, indicating that different persons are
misidentified under the influence of similar clothes. We can observe that although
features from the body shape branch themselves are randomly distributed, our
proposed CAMC framework can make use of them to obtain more discriminative
fused features. More discussions and analyses are provided in the supplemental
material.

5 Conclusion

In this paper, we study the more realistic and challenging long-term cloth-
changing person Re-ID problem and propose a unified framework adopting Trans-
former to handle multiple modalities for the first time. Especially, with our pro-
posed Shape Semantics Embedding (SSE) module, we can extract body shape
semantic features, which are robust against clothing changes in the long term.
To further integrate and make full use of the body shape semantic information,
we propose a Co-attention Aligned Mutual Cross-attention (CAMC) framework
and effectively fuse multiple modalities. As a result, features encoding useful
appearance and body shape semantic information are distilled to an identity-
related and discriminative feature, that is more robust to clothing changes. The
effectiveness of our proposed method is validated through extensive experiments
on several datasets.

Broader Impact. Our proposed CAMC framework can be easily used in ex-
isting person Re-ID methods to make long-term person Re-ID technology more
practicable in intelligent video monitoring systems, and hopefully inspire more
valuable and innovative studies. However, in reality, person Re-ID systems typi-
cally use unauthorized surveillance data, which may cause privacy breaches. As
a result, governments and officials must take action to govern the use of person
Re-ID data and technology, and researchers should avoid using datasets that
may raise ethical concerns. For example, the dataset DukeMTMC [40] should no
longer be used after it was shut down for violating data collection restrictions.
It is worth noting that, all datasets used in our paper are publicly available and
involve no ethical issues.
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