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Abstract. Recent studies on occluded facial expression recognition typ-
ically required fully expression-annotated facial images for training. How-
ever, it is time consuming and expensive to collect a large number of
facial images with various occlusions and expression annotations. To ad-
dress this problem, we propose an occluded facial expression recognition
method through self-supervised learning, which leverages the profusion of
available unlabeled facial images to explore robust facial representations.
Specifically, we generate a variety of occluded facial images by randomly
adding occlusions to unlabeled facial images. Then we define occlusion
prediction as the pretext task for representation learning. We also adopt
contrastive learning to make facial representation of a facial image and
those of its variations with synthesized occlusions close. Finally, we train
an expression classifier as the downstream task. The experimental results
on several databases containing both synthesized and realistic occluded
facial images demonstrate the superiority of the proposed method over
state-of-the-art methods.

Keywords: Occluded facial expression recognition - Self-supervised Learn-
ing - Representation Learning.

1 Introduction

Facial expressions play an important role in our daily communication. In re-
cent years, facial expression recognition has attracted increasing attention and
achieved great progress [18,4,8,21]| because of its application in many fields,
such as psychological treatment, security and service robots. However, it is still
challenging to recognize facial expressions from occluded facial images.

Current methods of occluded facial expression recognition can be divided
into four categories: robust facial representation, non-occluded facial image re-
construction, sub-region analysis, and non-occluded facial image help. Robust
facial representation methods aim to locate the representation that is insensitive
to occlusion but discriminative for expression recognition. It is very difficult to
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find a robust representation because the types of occlusion are diverse and posi-
tions of occlusion are infinite. Non-occluded facial image reconstruction methods
aim to construct non-occluded facial images using a generative model and train
the facial expression classifier from the reconstructed facial images. However,
the generated facial images are typically not as realistic as the real images, and
this effects the performance of facial expression recognition. Sub-region analysis
methods divide the image into several regions and recognize expressions from
these regions and the entire image. Dividing facial images typically requires fa-
cial landmarks, and the attention mechanism is used to select important regions.
However, facial landmark detection from the occluded facial image remains chal-
lenging. Non-occluded image help methods adopt non-occluded facial images as
privileged information to assist occluded facial expression recognition. During
training, these methods typically construct two networks: one for non-occluded
facial expression recognition and the other for occluded facial expression recog-
nition. During testing, these methods assume that all facial images are occluded
and only the network for occluded expressions is used, whereas in a realistic sce-
nario, we do not know whether the facial image is occluded or not. Furthermore,
all the above methods require fully expression-annotated images for training.
Because the types and positions of occlusion are infinite, collecting a large-scale
dataset with various facial expressions and occlusions is difficult.

To address this, we propose an occluded facial expression recognition method
through self-supervised learning [6]. We use a large number of unlabeled facial
images in the pretext task to learn a robust and occlusion-insensitive facial rep-
resentation. First, we synthesize many occluded images by randomly adding
different occlusions to a large number of images. We apply occlusion detection
as the pretext task to learn the representation. We also use contrastive learn-
ing to make the representation of facial image and those of its variations with
synthesized occlusions similar. Finally, we set occluded expression recognition as
the downstream task.

Our contributions are as follows: We are the fisrt to introduce a large num-
ber of unlabeled facial images for occluded expression recognition through self-
supervised learning. We design an occluded detection and similarity constraint
between the occluded and non-occluded facial images as the pretext task.

2 Related Work

Because of the variability of occlusion, occluded facial expression recognition is
still a big challenge. Current work can be classified into four categories: sub-
region analysis[3, 18,11, 10], robust facial representation [20, 2], non-occluded fa-
cial image reconstruction[17,12] and non-occluded facial image help[16, 19].
Sub-region analysis methods typically divide the image into several regions
and obtain results from the regions and the entire image. These methods of-
ten apply the attention mechanism. Wang et al.[18] proposed a region attention
network that adjusted the importance of facial parts and designed a region bi-
ased loss function to obtain a high attention weight for the important region.
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Occluded Facial Expression Recognition using Self-supervised Learning 3

Li et al.[11] presented a patch-gated convolutional neural networks (PG-CNN)
for facial expression recognition under occlusion. The PG-CNN chose 24 interest
patches that were fed into an attention network to extract local features and learn
an unobstructed score. The final classifier was constructed based on the weighted
concatenated local features of all regions. Then, Li et al.[10] further proposed the
global gated unit to add the global information of facial images for facial expres-
sion recognition. Dapogny et al.[3] used random forests to train partially defined
local subspaces of the face and adapted local expression predictions as high-level
representations. Then they weighted confidence scores provided by an autoen-
coder network. However, to divide the images or obtain regions, these methods
typically require facial landmarks. It is difficult to detect facial landmarks from
occluded facial images, which greatly affects the results of sub-region analysis
methods. The detected error may be propagated to the classification task.

Robust facial representation methods aim to find a visual representation that
is robust to occlusion. Zhang et al.[20] used a Monte Carlo algorithm to extract a
set of Gabor templates from images and converted these templates into template
match distance features. Cornejo and Pedrini[2] used robust principal component
analysis to reconstruct occluded facial regions and then extracted census trans-
form histogram features. However these methods do not have good generalization
ability. It is difficult to find features that are insensitive to occlusion, because
the positions of occlusion are unlimited.

Non-occluded facial image reconstruction methods exploit a deep generative
model to construct non-occluded facial images. Lu et al. [12] exploited a genera-
tor to complement the non-occluded image and then the generated complemen-
tation image was used to predict the expression. They used reconstruction loss,
triplet loss and adversarial loss to implement occluded facial image complemen-
tation. Ranzato et al. [17] used a deep belief network to construct a non-occluded
face from the occluded face and then predicted the expression from the complete
face. However, their visualization of occluded images was not good because of
the unlimited positions and types of occlusion. Errors caused by an inaccurate
reconstruction facial image may be propagated to the final task.

Non-occluded facial image help methods train facial expression classifiers
from occluded facial images with the assistance of non-occluded facial images.
Generally, non-occluded facial images have more useful information than oc-
cluded facial images. Pan et al.[16] used non-occluded images as privileged in-
formation to enhance the occluded classifier. Pan et al. trained two deep neural
networks for occluded and non-occluded images separately and then used the
non-occluded network to guide the occluded network. Xia et al.[19] proposed a
stepwise learning strategy to obtain a robust network. They divided occluded
and non-occluded images into three subsets from simple to difficult. Then they
input the three subsets into the network to learn parameters in stages. They also
used least squares generative adversarial networks [14] to reduce the feature gap
between occluded facial images and non-occluded facial images. However, non-
occluded facial image help methods trained two distinct networks for occluded
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and non-occluded images. During the tests, all facial images were assumed to be
occluded, which may have affected the results of non-occluded facial images.

To summarize, existing methods require a large number of expression-labeled
occluded images. However, occluded facial images with expression labels are dif-
ficult to collect. Thus, we generate a large number of occluded facial images from
unlabeled facial images to simulate real occluded images, where the positions and
types of occlusion vary. Therefore, in this study, we propose an occluded facial
expression recognition method that uses self-supervised learning. Specifically,
we design a pretext task related to occluded facial images. We apply contrastive
learning to maximize the similarity between the facial image and its variations
with synthesized occlusions. We also design an occlusion detection task as the
pretext task. Then we set expression recognition as the downstream task and
add a classifier to fine-tune the model.

3 Method

The framework of the proposed occluded facial expression recognition through
self-supervised learning is shown in Figure 1. The training process is mainly
composed of two tasks. In the pretext task, we use the pre-training set to obtain
an initial feature extractor F'. In the downstream task, we add a classifier C
after feature extractor F', and use the training set to fine-tune the parameters
of extractor F' and classifier C.

3.1 Problem Statement

YN
Let Dpre train = {xgp)} " denote the pre-training set of IV, training samples,
- i=1

(1) RHEXW x3

where zp¢ € is a non-occluded facial image, which has no expression

label. We generate occluded facial image xé@ from non-occluded facial image
zz(,zc) We randomly select the type of occlusions from N, types of occlusions,

- . (4) . .
and the positions of occlusions are random. xp, has a corresponding occlusion
mask M € {0,1}*W where H and W denote the height and width of the
) .\ Nyo . ) Nye
input image respectively. Dyine train = {ngg,y(z)} U {mgfc)7y(l)} denotes
- i=1 ;

i=1

the training set of Ny, + Ny, training samples, which have expression labels.

. Nfo . Nfc )
We obtain {x(flo)}zﬂ by adding occlusion to {ngc)}lz .y e{0,1,...,N, — 1}
represents the expression label of the i*" sample. Dy.q; = {ng)}fvzll u {xgl) 12 de-
notes the Ny occluded and Ny non-occluded testing samples. Given Dyre train
and Dfine_train, We first use self-supervised learning to obtain the initial pa-
rameters of extractor F' on the pre-training set, and then fine-tune extrac-
tor F' and classifier C' on the training set. Our goal is to learn a network
foREXWX3 10 1,... N, — 1}, which improves prediction for occluded ex-
pression images.
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Fig. 1. Framework of the method. In the pretext task, extractor F' extracts features;
mask recognition network U, predicts the location of the occlusion; and projection
head R outputs the facial representation. In the downstream task, classifier C' predicts
the expression.

3.2 Pretext Task

Because of the infinite types and positions of occlusion, we always lack expression-
annotated facial images with occlusions for learning robust facial representation.
Fortunately, we may synthesize a large number of facial images with various oc-
clusions. Therefore, we design pretext tasks to learn representations from facial
images with synthesized occlusions.

To extract distinguishing and occlusion-insensitive features, we use many
unlabeled facial images to obtain good initialization parameters of extractor F’
in the pretext task.

Specifically, we add occlusion to a non-occluded facial image to obtain an
occluded facial image. Then we introduce an occlusion detector after a certain
layer of the feature extractor to predict the occlusion position. Through occlusion
detection, the learned features from a certain layer of the feature extractor may
be aware of the importance of facial areas. Then, we adopt contrastive learning
to to make the learned representation of facial image and those of its variations
with synthesized occlusions similar. Therefore, the learned features are robust
to occlusion.

Similarity Loss After we generate occluded facial images from non-occluded
facial images, we expect that these representation will be similar. Contrastive
learning maximizes the similarity between positive pairs and minimizes the sim-
ilarity between negative pairs, which meets our needs. Given a mini-batch con-

(K (K

taining K samples {z;¢ };=;, we randomly add occlusion to {zy¢ };=; to obtain

{xé{,) JK:y Then both xé{,) and x,(,jc) are fed into extractor F' to extract features
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hz(,j ) = F(zp G )) and h;(;c) =F (xpc)) We use projection head R to obtain facial rep-

resentations 2 = R(h)) and 25 = R(h{). Because z) is transformed from

:zrz(,jc), we consider (zﬁ?,z&)) as the positive pair, (zz(m),z)ze{zi R
b} 0 Zhe

and (21(,6), )ze{z;,o,zm}f NIERE RS the negative pair. In our case, the positive

pair has a higher similarity than the negative pair. We adopt cosine similarity
to measure the similarity.

The similarity loss is

K

£SS - Z spo + ‘C?spc (1)

where £J  and L7 . are the blmllarlty loss of Z(J ) and z,(,ﬂ), respectively. The

spo spc

specific forms of £7,, and £ . ar

exp (sim (zpo ,zpc ) /7)
> exp (sim (zpo , ) /7')

2#£20)
exp (sim (zpo ,zpc ) /T)
> exp (sim (zpc ) ) /T)

z#zﬁ,];)

L£l,, = —log

£l . =—log

spc

where 7 is the temperature parameter and sim(u,v) = u' v/| ul|||v| denotes the
cosine similarity between two vectors u and v. By minimizing £7,, and £ .., th
similarity of positive pairs in the numerator is increased and the similarity of

negative pairs in the denominator is decreased.

Occlusion Loss In facial images, the occluded area typically contains less or
even no information about the facial expression. In the pretext task, the oc-
cluded position of synthesized occluded facial images is easy to obtain. When
generating a synthesized occluded facial image, we can obtain a binary mask M
about the occlusion position, where 1 represents occlusion and 0 represents no
occlusion. We expect that the network can contain the occluded position infor-
mation; hence, we add a mask recognition network U, to obtain M to predicte
binary mask M. Because M is a binary mask, we use the cross-entropy loss to
optimize the result. The occlusion loss is

T W k] log M[j, k] )

Emask
+ (1 - M[.77 k]) 10g(1 - M[ja k]))

where MJ[j, k] denotes whether the point (j,k) is occluded. M]j, k] represents
the probability of predicting whether the point (j, k) belongs to occlusion. The
point (j, k) represents the point in the k' row and j** column.
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Occluded Facial Expression Recognition using Self-supervised Learning 7

The overall pretext task loss is defined as
Epre = ESS + )\‘Cmask: (4)

where A is a hyperparameter that balances the trade-off between the two losses.
The overall loss considers both the occluded position and facial features. We
optimize the model by minimizing the overall pretext task loss.

3.3 Downstream Task

We set occluded expression recognition as the downstream task. In the pretext
task, we obtain extractor F' for occluded facial images. In the downstream task,
we obtain feature extractor F' obtained in the previous step and add a classifier
C after it. Then we use the training set to fine-tune extractor F' and classifier
C. y = C(F(z)) performs facial expression recognition for facial image x, where
% € Dyine train- We use cross-entropy loss to measure the difference between it
and the truth label. The classification loss is

Ecla = ﬁCE (:’37 y) (5)

3.4 Optimization

Among the losses, we only use Lgg and L,,4sx in the pretext task, and L,
in the downstream task. We first use Lgg and L,,.sr to obtain extractor F,
and then use L., to fine-tune extractor F' and classifier C. We use Adam|7] to
update the parameters.

4 Experiment

4.1 Experimental Conditions

For the pretext task, we chose a large-scale face recognition dataset VGGFace2[1]
as the pre-training set. Following the experimental conditions in Pan et al.’s
study [16] and Li et al’s study [11], we conducted within-database experi-
ments on synthesized occluded databases, that is, the Real-world Affective Faces
Database (RAF-DB)[9], AffectNet database[15], and extended Cohn-Kanade
database (CK+)[13]. When testing our method on the Facial Expression Dataset
with Real Occlusions (FED-RO) [10], we merged AffectNet and RAF-DB as the
training set. We also tested our methods on the original test databases, that is,
RAF-DB and AffectNet. Following the experimental conditions in Wang et al.’s
study[18], we tested our model on Occlusion-AffectNet[18] and Occlusion-RAF-
DBJ18]. The details are as follows:

VGGFace2 includes 3.31M images from 9, 131 subjects. Each subject has an
average of 362.6 images. The database is downloaded from Google Image Search
and has large variations in ethnicity, age, and pose. In our experiment, we used
the VGGFace2 database as our pre-training set.
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8 J. Wang et al.

RAF-DB contains approximately 30K real-world images annotated with basic
or compound expressions using 40 annotators. In our experiment, we only used
images with seven basic expressions (i.e., neutral, happiness, sadness, surprise,
fear, disgust and anger); hence, we used 12,271 images as the training set and
3,068 images as the test set.

AffectNet was collected from the internet by querying expression-related key-
words. It contains more than 1M facial images, of which approximately 450K
images were annotated by 12 human experts. In our experiment, we used facial
images with seven basic expressions, which included approximately 280K images
as the training set and 3,500 as the test set.

CK+ consists of 593 sequences from 123 subjects. The image sequence begins
with the onset frame and ends with the apex frame. We collected onset and apex
frames as neutral and target expressions. In our experiment on CK-, we collected
636 facial images and adopted 10-fold subject-independent cross-validation.

Occlusion-AffectNet and Occlusion-RAF-DB were selected from the valida-
tion set of AffectNet and test set of the RAF-DB by Wang et al.[18]. In these
two test sets, we used the same experimental conditions as those in the Wang
et al.” study. Occlusion-AffectNet includes 683 realistic occluded facial images
with eight basic expressions (i.e., neutral, happiness, sadness, surprise, fear, dis-
gust, anger and contempt). Because Occlusion-AffectNet contains eight basic
expressions, we used images with eight basic expressions from AffectNet, which
included approximately 287K images as the training set and Occlusion-AffectNet
as the test set. Occlusion-RAF-DB contains 735 realistic occluded facial images
with seven basic expressions. In our experiment, we used images from RAF-DB
with seven basic expressions, which included 12,271 images as the training set
and Occlusion-RAF-DB as the test set.

| 5, SN B
<
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Fig. 2. Examples of realistic occluded facial images in FED-RO and the synthesized
occluded facial images in AffectNet. The first and second rows are realistic occluded
facial images, and the third and fourth rows are synthesized occluded facial images.
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Occluded Facial Expression Recognition using Self-supervised Learning 9

FED-RO is the first facial expression dataset to present real occlusions in the
wild, and was collected by Li et al.[11]. FED-RO contains 400 images, which are
labeled with seven basic expressions. Because FED-RO is small, we only used it
for cross-database evaluation.

To mimic real-world scenarios, we artificially synthesized occluded facial im-
ages by adding occluding objects at random locations in all databases except
the three real occlusion facial expression databases, that is, FED-RO, Occlusion-
AffectNet, and Occlusion-RAF-DB. We used a variety of occlusion types to syn-
thesize occluded facial images. The position of occlusion in each facial image was
random. To compare our method with Pan et al.’s method [16], we used the same
type of occlusion as that in Pan et al.’s study: food, hands and drinks. In Figure 2,
we show some examples of realistic occluded facial images and synthesized oc-
cluded facial images in FED-RO and AffectNet. Because the Occlusion-AffectNet
database on Wang et al.’s work and the AffectNet databases on Pan et al.’s work
use different facial expression numbers, we use C7 to denote the seven classifi-
cation task and C8 to denote the eight classification task. AffectNet(C7) and
Occlusion-AffectNet(C8) represent seven and eight facial expression recognition
tasks separately.

We conducted ablation experiments to verify the effect of the pretext task
and the two different loss functions in the pretext task, that is, occlusion loss and
similarity loss on AffectNet, Occlusion-AffectNet, RAF-DB, Occlusion-RAF-DB
and FED-RO. First, we directly used ResNet-34 without pre-training as the
baseline, which we refer to as the non-pretext task. Second, we used Lgg or
Lomask as the pretext task, denoted by Lgg or L,,qsk. Finally, we used Lgg and
Lonask as the pretext task, denoted by Lss + Linask-

The implementation of the proposed method is based on the PyTorch frame-
work. Because the AffectNet database is imbalanced, we resampled the data
during training. We exploited ResNet-34 [5] to extract features. We built two
fully connected layers as the small neural network projection head R to obtain
the dimensional representation; two convolutional layers and an upsampling layer
as the mask recognition network U, and two fully connected layers as the clas-
sifier C. We add the mask recognition network U, after the Convl layer of the
ResNet-34. In our experiments, we resized the facial images in CK+ to 48 x 48
pixels and other images to 224 x 224 pixels. When conducting experiments on
CK-+, we used five types of occlusion, that is, 8 x 8 occlusion, 16 x 16 occlusion,
24 x 24 occlusion, eye occlusion and mouth occlusion to illustrate the robust-
ness of the model to occlusions of different sizes. The batch size was 64. The
hyperparameter A was 0.2. The temperature parameter 7 was 2. The learning
rate of the network was le~*. We determined the hyperparameter in the loss
function using grid search.

4.2 Experimental Results and Analysis

Analysis of facial expression recognition without occlusions The exper-
imental results of facial expression recognition without occlusions are shown in
Table 1. We trained the method on AffectNet(C7) and RAF-DB and tested it on
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the original validation set of AffectNet(C7) and the original test set of RAF-DB,
separately. Table 1 yields the following observations.

Table 1. Experimental results of facial expression recognition without occlusions on
the AffectNet(C7) and the RAF-DB databases. (C7 represents seven classifications.)

Methods |AffectNet(C7)|RAF-DB
PG-CNNJ[11] 55.33 83.27
gACNN]J10] 58.78 85.07
non-pretext 57.09 82.53
Lss 59.66 84.09
Lomask 58.40 83.18
Lss + Lmask 60.20 85.95

First, using Lgg or L4k led to an improvement compared with the baseline
non-pretext task. Specifically, the accuracies of Lgg and L£,,45r were 2.57% and
1.31% higher than that of the non-pretext task on AffectNet(C7). The experi-
mental results on RAF-DB databases demonstrated a similar trend. Guidance
regarding both the feature and occluded position helped the extractor F' to learn
more robust feature representations.

Table 2. Experimental results of facial expression recognition under synthesized oc-
clusions on RAF-DB, AffectNet(C7) and CK+. (R8, R16 and R24 denote the sizes of
the occlusions: 8 x 8, 16 x 16 and 24 x 24 respectively. The AffectNet(C7) represents
seven classifications.)

CK+

Methods RAF-DB|AffectNet(C7) R8 | R16 | R24 |eye occluded|mouth occluded
RGBT|20] 72.56 49.21 92.00 | 82.00 | 62.50 88.00 30.30
WLS-RF[3] 74.66 51.74 92.20{86.40 | 74.80 87.90 72.70
PG-CNNJ11] 78.05 52.47 96.58 | 95.70 | 92.86 96.50 93.92
gACNN [10] 80.54 54.84 96.58 | 95.97 | 94.82 96.57 93.88
Pan et al.’s work[16]| 81.97 56.42 97.80 |96.86| 94.03 96.86 93.55
Xia et al.’s work[19]| 82.74 57.46 98.01]96.22(95.91 97.17 95.44
non-pretext 81.45 54.06 96.91{94.65|94.18 95.12 94.33
Lss 83.18 57.09 97.64|96.07 | 94.97 96.23 95.60
Lmask 82.53 55.03 97.17{95.28 | 94.65 95.75 95.12
Lss + Lmask 84.06 58.40 98.27/96.70| 95.59 97.33 96.07

Second, similarity loss was more effective than occlusion loss, which were
1.26% and 0.91% higher than using only occlusion loss on AffectNet(C7) and
RAF-DB. This may be because the test image was non-occluded; hence occlusion
loss had little effect.

Third, our method achieved the best performance using similarity loss and
occlusion loss together. Specifically, the accuracies of our method were 3.11%,
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Occluded Facial Expression Recognition using Self-supervised Learning 11

Table 3. Experimental results of facial expression recognition under realistic occlusions
on FED-RO, Occlusion-AffectNet(C8) and Occlusion-RAF-DB. (C8 represents eight
classifications.)

Methods FED-RO|Occlusion-AffectNet(C8)|Occlusion-RAF-DB

PG-CNN[L1] 64.25 - -
gACNN]10] 66.50 - -
Pan et al’s work[16]| 69.75 - -
Xia et al.’s work[19]| 70.50 - -

RAN][18] 67.98 58.50 82.72
non-pretext 68.25 55.93 79.73
Lss 69.25 58.86 81.09
Linask 69.00 57.25 80.41
Lss + Lmask 70.00 59.30 82.45

Table 4. Experimental results of A sensitivity analysis on Occlusion-AffectNet(C8)

A [Ace(%)
0.02| 58.51
0.2 59.30

2 | 58.42
20 | 57.54

0.54% and 1.80% higher than those of the non-pretext task, Lggs and L,,,sx on
AffectNet(CT7), and 3.42%, 1.86% and 2.77% higher on RAF-DB, respectively.
The pretext task of using both similarity loss and occlusion loss helped the
downstream task to learn a more robust facial representation and make better
predictions.

Analysis of facial expression recognition with synthesized occlusions
The experimental results of facial expression recognition with synthesized oc-
clusions are shown in Table 2. We trained our method on AffectNet(C7) and
RAF-DB, and tested it on the synthesized occluded AffectNet(C7) and RAF-
DB test set. The table yields the following observations:

First, our method achieved the best performance using both occlusion loss
and similarity loss. Specifically, the accuracies of our method were 2.61%, 0.88%
and 1.53% higher than that of non-pretext, Lss and L,.sx on RAF-DB, and
4.34%, 1.31% and 3.37% higher on AffectNet(C7), respectively . Such observa-
tions are consistent with experiments without occlusion.

Second, the experiment on CK+ obtained good results. The results demon-
strated that our method was robust to occlusions of different sizes. As the size
of the occlusion increased, the classification accuracy decreased. This demon-
strated that the larger the size of the occlusion, the more useful information
about the facial expression was occluded, and the more difficult it was to recog-
nize facial expressions. The result of mouth occluded is lower than eye occluded.
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This demonstrated that the mouth contains more expression information than
the eyes. The experimental results for synthesized occluded facial expression
recognition were similar to those of non-occluded facial expression recognition.
This demonstrated that our method was helpful in both non-occluded facial
expression recognition and occluded facial expression recognition.
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Fig. 3. Confusion matrix on three realistic occlusion databases. (Row indices represent
the ground truth labels, whereas column indices represent the predictions.)

Analysis of facial expression recognition with realistic occlusions The
experimental results of facial expression recognition with realistic occlusions are
shown in Table 3. We trained the method on AffectNet(C8) and RAF-DB and
tested it on Occlusion-AffectNet(C8) and Occlusion-RAF-DB separately. We
merged AffectNet(C7) and RAF-DB to obtain the training set and used FED-
RO as the test set for the cross-database experiment. Table 3 yields the following
observations.

First, the performance using both occlusion loss and similarity loss as the
pretext task obtained better classification accuracy. For example, the accuracies
of our method were 3.37%, 0.44% and 2.05% higher than those of the non-
pretext task, Lgg, and Lyqsr on Occlusion-AffectNet(C8); 1.75%, 0.75% and
1.00% higher on FED-RO; and 2.72%, 1.36% and 2.04% higher on Occlusion-
RAF-DB | respectively. In addition, we also make a sensitivity analysis on A on
Occlusion-AffectNet(C8), and the results are shown in Table 4 .The results show
that the lambda we set can well balance the trade-off between the two losses.

Second, we investigated the per expression category classification perfor-
mance on FED-RO, Occlusion-AffectNet(C8) and Occlusion-RAF-DB. The con-
fusion matrices based on our method are shown in Figure 3. These matrices
show that our method achieved high accuracy in the happiness category. Many
images of fear were mistakenly classified as surprise. The results demonstrated
that it was difficult to distinguish between fear and surprise. The correct rate
of disgust was relatively low on the three test sets. This may be because the
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numbers of facial images showing disgust in AffectNet and the RAF-DB were
relatively small.

Third, we obtained good results for realistic occlusions, synthesized occlu-
sions, and the original test sets, which indecates the effectiveness of our method.
The pretext task helped facial expression recognition. To visualize the perception
ability of the mask recognition network U,, we also created a result map of the
generated mask, which is shown in Figure 4. Our network found the location of
the synthesized occlusions. Our network also detected part of the real occluded

positions.
] [¥s
L ~=h . | ).
<8
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S RISl
A g {N;

Fig. 4. Examples of the learned occluded masks on AffectNet and FED-RO. The first
two rows are the synthesized occluded images and corresponding learned occluded ar-
eas. The last two rows are realistic occluded images and corresponding learned occluded
areas.

4.3 Comparison with Related Work

To illustrate the superiority of our method, we compared it with state-of-the-
art methods, that is, RGBT[20], WLS-RF|[3], PG-CNNJ11] and gACNNJ10] on
realistic occluded databases, synthesized occluded databases, and the original
(non-occluded) test set. Because the Occlusion-AffectNet(C8) and the Occlusion-
RAF-DB databases are new collected by Wang et al.[18], on these databases, we
only compare our method to RAN [18].

Our method obtained better results on most datasets. Table 1 shows that our
method obtained better performance on RAF-DB and AffectNet(C7) for non-
occluded facial images. Specifically, the accuracies of our method were 4.87% and
1.42% higher than those of PG-CNN and gACNN on AffectNet(C7), and 2.68%
and 0.88% higher on RAF-DB, respectively. We also compared our method on
synthesized occluded databases. As shown in Table 2, our method achieved better
accuracy than PG-CNN, gACNN, Pan et al.’s method, and Xia et al.’s method
by 6.01%, 3.52%, 2.09% and 1.32% on RAF-DB, and 5.93%, 3.56%, 1.98% and
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0.94% on AffectNet(C7), respectively. Our method also achieved superior per-
formance under four types of occlusion: eye occluded, mouth occluded, 8 x8 size
of occlusion and 24 x24 size of occlusion on CK+.

RGBT uses hand crafted features to help facial expression recognition, which
lacks generalization. WLS-RF does not use the guidance of non-occluded facial
images and the entire framework is not trained end to end. PG-CNN uses an
attention network to extract local features from facial regions of the convolu-
tional feature maps. gACNN introduces the global gated unit to complement
the global information of facial images, which extends PGCNN. Although these
two methods use the attention mechanism to pay attention to non-occluded re-
gions, these methods typically require facial landmarks to locate sub-regions.
Pan et al.’s method uses non-occluded images to guide the occluded expression
classifier. However, it trains two distinct networks for non-occluded and occluded
images, so it cannot predict occluded and non-occluded facial emotion in a sin-
gle network. Xia et al.’s method divides the dataset into three parts based on
the difficulty of the database, and then the network is learned in three stages.
The end of each stage may not be optimal and requires human control. Our
method obtained competitive results and recognized occluded and non-occluded
facial expressions end to end, and effectively used the occluded and non-occluded
facial image information.

Finally, we compared the generalization ability of our method with that of
related methods for realistic facial images. The experimental results with real-
istic occlusions in Table 3 demonstrate that our method outperformed most re-
lated methods. Specifically, our method achieved better accuracy than PG-CNN,
gACNN and Pan et al.’s method by 5.75%, 3.50% and 0.25% on FED-RO, respec-
tively. Our method also achieved 2.02% and 0.80% higher accuracy than RAN on
FED-RO and Occlusion-AffectNet(C8), respectively. These results demonstrate
that our method also obtained good results on realistic facial images.

5 Conclusion

In this study, we proposed an occluded expression recognition method through
self-supervised learning. We designed pretext tasks related to occluded facial
images. We adopted similarity loss to make the representation of facial image
and those of its variations with synthesized occlusions similar, and used occlusion
loss to optimize the occlusion detection. Our method achieved better results than
most state-of-the-art methods on both occluded and non-occluded facial images,
which demonstrates its superiority.
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