
Rethinking Low-level Features for Interest Point
Detection and Description

Changhao Wang, Guanwen Zhang�, Zhengyun Cheng, and Wei Zhou

Northwestern Polytechnical University, Xi’an, China
guanwen.zh@.nwpu.edu.cn

Abstract. Although great efforts have been made for interest point de-
tection and description, the current learning-based methods that use
high-level features from the higher layers of Convolutional Neural Net-
works (CNN) do not completely outperform the conventional methods.
On the one hand, interest points are semantically ill-defined and high-
level features that emphasize semantic information are not adequate to
describe interest points; On the other hand, the existing methods using
low-level information usually perform detection on multi-level feature
maps, which is time consuming for real time applications. To address
these problems, we propose a Low-level descriptor-Aware Network (LAN-
et) for interest point detection and description in self-supervised learning.
Specifically, the proposed LANet exploits the low-level features for inter-
est point description while using high-level features for interest point de-
tection. Experimental results demonstrate that LANet achieves state-of-
the-art performance on the homography estimation benchmark. Notably,
the proposed LANet is a front-end feature learning framework that can
be deployed in downstream tasks that require interest points with high-
quality descriptors. (Code is available on https://github.com/wangch-
g/lanet.)

1 Introduction

Interest point detection and description aims to propose reliable 2D points with
representative descriptors for associating the 2D points projected from the same
3D point across images. It is an important task in many computer vision fileds,
such as Camera Localiztion [28, 38], Structure-from-Motion (SfM) [23, 29], and
Simultaneous Localization and Mapping (SLAM) [20,21].

The conventional methods mainly use hand-crafted features for interest point
detection and description. These methods focus on low-level features such as
edges, gradients, and corners of high-contrast regions of the images, and try to
design the features that can be detectable even under changes in image view-
point, scale, noise, and illumination [2,13,14,17,26]. In recent years, deep learn-
ing has been extensively applied in computer vision fields, and learning-based
methods for interest point detection and description are becoming increasing-
ly prevalent. These methods expect to leverage the feature learning ability of
the deep neural network and to extract the high-level features to outperform
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hand-crafted methods. In earlier literature, Convolutional Neural Networks (C-
NN) are used independently to learn the local descriptor based on the cropped
image patches for detected points [9,18,22,32,40]. However, due to the weak ca-
pability of the existing detector and the patch-based descriptor, these methods
easily produce inaccurate point locations and generate numerous wrong matches.
Nowadays, researches perform the end-to-end manners to jointly learn detection
and description based on the feature map extracted from the higher layers of
CNN [6–8,19,24,37].

Although great efforts have been made for jointly learning detection and de-
scription, the learning-based methods fail to achieve significant improvements
as expected as that in other computer vision tasks. The hand-crafted features
still reveal high-quality description for interest points. Such as SIFT [17], its
descriptors show distinctive and stable characteristics of interest points and are
able to achieve remarkable performance [3]. Recently, some learning-based work-
s proposed to leverage multi-level information for interest points detection and
description [8,19]. These methods mainly focus on using the low-level and high-
level features together as the multi-level features for detection and description.
However, performing detection on multi-level feature maps is time consuming,
and it is unfavourable for running interest points algorithm in real time for some
downstream tasks. Besides, the interest points are semantically ill-defined and
high-level features that emphasize semantic information are not adequate to de-
scribe interest points. Therefore, the low-level features tend to be appropriate
for description, while the high-level features are effective for interest point de-
tection. The two types of features exhibit complementary advantages relative
to each other. From this perspective, one natural but less explored idea is to
combine the advantages from both.

In this paper, we propose a Low-level descriptor-Aware Network (LANet)
for interest point detection and description in self-supervised learning manner.
The proposed LANet has a multi-task network architecture that consists of an
interest point detection module, a low-level description-aware module, and a cor-
respondence module. Similarly, the interest point detection module, following the
previous works UnsuperPoint [6] and IO-Net [37], uses an encoder-decoder archi-
tecture to estimate locations and confidence scores of the interest points. Differ-
ently, we do not use a description decoder head after the encoder but a low-level
description-aware module to directly exploit the low-level features from the lower
layers of the encoder architecture for the learning of descriptors. Meanwhile, we
introduce the learnable descriptor-aware scores to emphasize informative features
of interest from different layers softly. Furthermore, to take full advantage of the
pseudo-ground truth information, we introduce the correspondence module that
takes the descriptor pairs to predict the correspondences between the detected
points. The predicted correspondences is self-supervised by pseudo-ground truth
labels for enhancing the learning of the interest point detection module and the
low-level description-aware module. We evaluate the proposed LANet on the
popular HPatches (Fig. 1), the experimental results demonstrate the proposed
LANet is able to detect reliable interest points with high-quality descriptors
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Inliers: 0/23

(a) SIFT + NN (ϵ = 1)

Inliers: 12/186

(b) IO-Net + NN (ϵ = 1)

Inliers: 33/223

(c) LANet (ours) + NN (ϵ = 1)

Fig. 1. A challenging
example. Compared with
SIFT and the most recent
self-supervised method IO-
Net, our proposed LANet
can obtain stronger de-
scriptors for interest point
matching and achieve the
best performance. The
results are obtained by
the nearest neighbor (NN)
matcher with the correct
distance threshold ϵ = 1.
The inlier matches are
linked in green while the
mismatched points are
marked in red.

that can be deployed in downstream tasks and outperforms the state-of-the-art
methods on the homography estimation benchmark.

2 Related work

Patch-based description. For interest point detection and description, both
hand-crafted descriptors [2, 14, 17, 26] and early learning-based descriptors [9,
32, 40] are computed from the local patches around the detected points. OR-
B [26] and SIFT [17] are considered to be the most representative conventional
methods, and they are widely used in practical 3D computer vision application-
s [20, 21]. With the progressive development of deep learning, the performance
of CNN-based methods has been gradually improved. LF-Net [22] proposes to
use the depth and relative camera pose cues as the supervisory signals to learn
local descriptors from image patches. To leverage contextual information, Con-
textDesc [18] exploits the visual context from high-level image representation
and the geometric context from the distribution of interest points for learning
local descriptors.

Jointly learned detection and description. Recent years, numerous
works have paid increased attention to simultaneously learning detectioin and
description within a single CNN architecture [6–8,19,24,37]. D2-Net [8] proposes
to perform detection and description simultaneously via one CNN architecture,
which tightly couples the learning of interest point locations and descriptors. To
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learn low-level details, ASLFeat [19] uses a multilevel learning mechanism based
on the backbone of D2-Net [8] for interest point detection and description. In
addition, instead of using expensive ground truth supervision, SuperPoint [7] em-
ploys an encoder-decoder architecture that contains two decoder branches, a de-
tection decoder, and a description decoder, to learn the detector and descriptors
jointly with pseudo-ground truth labels that are generated from MagicPoint [7].
On the basis of SuperPoint, UnsuperPoint [6], a self-supervised learning frame-
work for interest point matching, is trained by the siamese scheme to learn the
scores, locations, and descriptors of interest points automatically with unlabeled
images. Most recently, IO-Net [37] is proposed based on UnsuperPoint, which
learns a detector and descriptors with supervision from the proposed outlier
rejection loss.

Finding good matches. With detected points and descriptors, using near-
est neighbor search based on the similarity of descriptors can obtain a set of
matched points. However, building correspondences on the basis of descriptors
simply may cause a mass of outliers [3, 27, 33, 41, 42]. To alleviate the problem
of false correspondences, some studies, such as RANSAC [10] and GMS [4, 5],
leverage geometric or statistical information to filter outliers. Recently, Super-
Glue [27] proposes to address the matching problem with Graph Neural Net-
work (GNN) in a learning-based manner. Inspired by SuperGlue, LoFTR [33], a
detector-free approach, proposes to obtain high-quality matches with transform-
ers [39]. Because our method is a front-end feature learning framework, it can be
further enhanced by being embedded with a SuperGlue-like learnable matching
algorithm.

3 Method

The proposed LANet consists of three substantial modules, i.e., interest point
detection module, low-level description-aware module, and correspondence mod-
ule. An overview of the proposed LANet is depicted in Fig. 2.

3.1 Interest point detection module

The interest point detection module is constructed based on the backbone of
UnsuperPoint [6] and IO-Net [37] with several modifications. As shown in Fig. 2,
the interest point detection module has a location decoder, a score decoder, and
a shared encoder. It aims to estimate locations, confidence scores, and descriptor-
aware scores of the interest points. During the training stage, in a self-supervised
learning manner [6], the interest point detection module disposes a source image
IS and a target image IT with a siamese framework to predict interest points.
Notably, the target image IT is transformed from IS by a random generated
homography HS→T , which allows us to train the proposed model without any
human annotation.

Encoder. We use a convolutional structure as the encoder for extracting the
features from the input images. The encoder consists of four convolutional blocks
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Fig. 2. Overview of LANet. The proposed LANet consists of an interest point detec-
tion module (Section 3.1), a low-level description-aware module (Section 3.2), and
a correspondence module (Section 3.3). The interest point detection module is an
encoder-decoder architecture that is used for estimating the point locations (u, v) ,
the confidence scores s, and the descriptor-aware scores α. The low-level description-
aware module exploits the low-level information from the lower layers of the encoder
for producing the descriptors D of the detected points. The correspondence module
is introduced to improve the supervision of the first two modules by estimating the
correspondence matrix C of the detected points between the input image-pair.

with 32, 64, 128, and 256 output channels. Each of the convolutional blocks
contains two 3 × 3 convolutional layers followed by a batch normalization [11]
and a ReLU activation function. The encoder uses three max-pooling layers
with kernel size and stride of 2 × 2 among the four convolutional blocks to
downsample the input image from H ×W to H/8×W/8. We denote the pixels
in the downsampled feature maps as cells as in [7]. Therefore, a 1× 1 cell in the
last feature map corresponds to 8× 8 pixels in the raw image.

Location decoder. The location decoder contains two 3 × 3 convolutional
layers with channels of 256 and 3 respectively. The location decoder takes the
last feature map produced from the encoder as input and outputs a location map
with 3 channels. The first two channels of a cell in the location map are denoted
as (x, y), which indicates the normalized location of each interest point relative
to the center of the corresponding 8 × 8 grid in the raw image. In addition, we
denote the third channel of a cell in the location map by σ. σ is a learnable
rectification factor for calculating the absolute pixel location of each interest
point, which allows the predicted points across cell boundaries [37]. The pixel

2063



6 Changhao Wang et al.

location of each interest point is defined as:

(u, v) = (u′, v′) +
σ(r − 1)

2
(x, y),∀(x, y) ∈ [−1, 1], (1)

where (u, v) and (u′, v′) are the pixel location and the cell center location of the
corresponding interest point, respectively. In Eq. 1, r is the down sample ratio
of the interest point detection module (r = 8 in this paper).

Score decoder. In the interest point detection module, the score decoder
has the same structure as the location decoder. The score decoder outputs the
score map with 3 channels. A cell in the first channel of the score map is the
confidence score of the corresponding interest point. We normalize the confidence
score to [0, 1] and denote it by s. The score s is used for selecting the best K
points that are most convinced for downstream tasks. Additionally, a cell in
the last two channels of the score map is the descriptor-aware score α that is
introduced to emphasize informative features of interest softly. We use Softmax
to perform the channelwise normalization for the descriptor-aware scores.

3.2 Low-level description-aware module

From the core insights of this work, we do not learn descriptors with an extra
description decoder but exploit the concrete low-level features directly from the
lower layers of the backbone encoder. Specifically, as shown in Fig. 2, we take
the output feature maps of the second and the third convolutional block of the
encoder as the basic descriptor maps and employ two separate dilated 3×3 con-
volutional layers to increase the channel dimension of the basic descriptor maps
to 256. The dilated 3× 3 convolution has lager receptive filed with the dilation
is set as 2, which is helpful for capturing more local information in the low-level
feature maps. The descriptors, corresponding to the detected interest points from
the basic descriptor maps, are warped by performing a differentiable grid sample
operation [12,15]. Then, the warped descriptors are L2-normalized and denoted
by F . The warped descriptors F from different convolutional blocks are aggre-
gated with the descriptor-aware scores α to generate the final descriptors D by
taking a weighted sum.

3.3 Correspondence module

The descriptors are used to correspond to the detected points based on matching
algorithms for further applications. In recent years, several studies calculate the
similarity matrix of descriptors between input pairs and use a differentiable
matching layer to learn good correspondences [25,27,33].

Inspired by previous works, we introduce the correspondence module to pre-
dict the correspondence matrix by the descriptors of detected points between
IS and IT , which is employed as an auxiliary task to supervise the training of
the interest point detection module and the low-level description-aware module.
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First, we calculate the similarity matrix SS,T between the source descriptors DS

and the target descriptors DT as:

Si,j
S,T =< Di

S ,D
j
T >, A ∈ R(1/8)2HW×(1/8)2HW , (2)

where < · , · > is the inner product. With the similarity matrix SS,T in size of
(1/8)2HW ×(1/8)2HW , the correspondence module performs dual-softmax [25]
to normalize the SS,T in rowwise order and columnwise order respectively, and
computes the correspondence matrix CS,T as:

Ci,j
S,T = softmax(Si

S,T )i · softmax(Sj
S,T )j , C ∈ R(1/8)2HW×(1/8)2HW . (3)

The predicted correspondence matrix CS,T reveals the interest point matching
correlations between IS and IT . It is self-supervised by pseudo-ground truth
matching labels as an auxiliary task to enhance the learning of the low-level
description-aware module.

3.4 Optimization

The proposed LANet is optimized by four loss functions: the location loss Lloc,
the score loss Ls, the pointwise triplet loss Ltri, and the correspondence loss
Lcorr. The final loss function L is balanced by trade-off parameters λ as:

L = λlocLloc + λsLs + λtriLtri + λcorrLcorr. (4)

Location supervision. During the training stage, we can obtain the loca-
tion of detected points in raw input images through the interest point detection
module. Following the self-supervised learning scheme [6], we warp the source
points (detected points in the source image IS) to the target image with the
known homography HS→T and find the nearest neighbor of the warped points
among the target points (detected points in the target image IT ) using an L2-
distance. A source point and its nearest neighbor in the target image are associ-
ated as a nearest point pair if the distance between them is less than a threshold
ϵ. We denote a source point and its associated target point in a nearest point
pair as pS and pT , respectively. The distance between a nearest point pair is
defined as:

d(pS , pT ) = ||HS→T (pS)− pT ||2, (5)

and the location loss can then be formulated as:

Lloc =
1

N

N∑
i

d(piS , p
i
T ), (6)

where N is the number of nearest point pairs.
Score supervision. Following [6, 37], the score loss Ls should increase the

confidence score s of the relatively convinced points. In addition, it should jointly
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keep the coherence of the confidence score s and the descriptor-aware score α
between the nearest point pairs. Thus, we define the score loss as:

Ls =
1

N

N∑
i

[
(siS + siT )

2
(d(piS , p

i
T )− d̄) + (siS − siT )

2

+ (α1,i
S − α1,i

T )2 + (α2,i
S − α2,i

T )2],

(7)

where d̄ is the average distance of the nearest point pairs. In Eq. 7, the first
term is the confidence constraint that allows the nearest point pairs with closer
distances to have higher confidence scores, the last three terms are the coherence
constraints that ensure the consistency between the confidence score and the
descriptor-aware scores of the nearest point pairs.

Description supervision. We use the pointwise triplet loss [30, 34, 36] for
learning high-quality descriptors. In a triplet sample, the anchor and the positive
are the descriptors of a source point and its matched target point, respectively.
We denote the anchor and the positive as Dpi and Dpi

+
. The negative of the

triplet is sampled among the descriptors of the unmatched target points with
the hardest negative sample mining [36] and denoted by Dpi

−
. The pointwise

triplet loss is formulated as:

Ltri =
1

N

N∑
i

[||Dpi ,Dpi
+
||2 − ||Dpi ,Dpi

−
||2 + β]+, (8)

where β is the distance margin for metric learning.
Correspondence supervision. We introduce the correspondence loss to

optimize the predicted correspondence matrix CS,T . The correspondence loss is
a negative log-likelihood loss that contains a positive term and a negative term,
which is formulated as:

Lcorr =− [
1

|Mpos|
∑

(i,j)∈Mpos

logCi,j
S,T

+ γ · 1

|Mneg|
∑

(i,j)∈Mneg

log(1−Ci,j
S,T )],

(9)

where the Mpos and the Mneg are the sets of positive matches and negative
matches respectively, γ is a hyperparameter used for balance the two terms. No-
tably, the operations in the correspondence module are all differentiable. There-
fore, the gradient of the correspondence loss can be propagated back to the
low-level description-aware module for auxiliary supervision.

3.5 Deployment

During the testing stage, only the interest point detection module and the low-
level description-aware module of the proposed LANet are employed to predict

2066



Rethinking Low-level Features for Interest Point Detection and Description 9

interest points with corresponding scores and descriptors. The scores are used
to select the most convinced interest points for downstream applications. The
proposed LANet is a novel feature extraction approach that provides interest
points with high-quality descriptors, thus it can be introduced as a front-end
solver embedded with existing matchers such as SuperGlue [27].

4 Experiments

4.1 Details

We use 118k images from COCO 2017 dataset [16] without any human anno-
tation to train the proposed LANet. We perform spatial augmentation on the
training dataset with scaling, rotation, and perspective transformation to gener-
ate the self-supervised signal for the siamese training scheme. The input images
are resized to 240 × 320 and the augmentation settings are same as [37]. The
proposed LANet is trained by Adam optimizer for 12 epochs with a batch size
of 8. The learning rate is set to 3× 10−4 and is reduced by a factor of 0.5 after
4 epochs and 8 epochs. The distance threshold ϵ between the point locations
is set to 4.0 during the training process. The trade-off parameters of the loss
function in Eq. 4 are set to λloc = 1.0, λs = 1.0, λα−tri = 4.0, and λcorr = 0.5,
respectively. The pointwise triplet loss margin β in Eq. 8 is set to 1.0. The factor
γ in Eq. 9 is set to 5× 105.

4.2 Comparison

We evaluate the proposed LANet on HPatches dataset [1] which contains 116
scenes with dramatic changes in illumination or viewpoint. We use the metrics of
Repeatability (Re), Localization Error (LE), Homography Estimation Accuracy
with tolerance threshold ϵ = 1 pixel (H-1), ϵ = 3 pixels (H-3), ϵ = 5 pixels (H-5),
and Matching Score (MS) [7]. The evaluation metrics are measured with top
P points selected according to the confidence scores. We report the results on
testing images of 240× 320 resolution (P = 300) and 480× 640 resolution (P =
1000) in Table 1. Besides, we report the Mean Matching Accuracy (MMA) [8]
with the error threshold of 3 pixels in Table 2.

Repeatability and localization error. The higher repeatability represents
a higher probability that the same interest points can be detected in differen-
t images, and the lower localization error indicates that the pixel locations of
detected points are more precise. The repeatability and the localization error
are two basic metrics for evaluating the capability of an interest point detec-
tor. In the lower resolution settings, the proposed LANet achieves competitive
performance with IO-Net and KP3D in repeatability. LANet has a lower local-
ization error compared with that of IO-Net while approaching the performance
of UnsuperPoint, SIFT, and KP3D. In the higher resolution settings, the pro-
posed LANet achieves the second best performance both in repeatability and
localization error.
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Table 1. Comparisons on HPatches dataset with repeatability, localization error, ho-
mography estimation accuracy, and matching score.

Methods
240 × 320, 300 points 480 × 640, 1000 points

Re↑ LE↓ H-1↑ H-3↑ H-5↑ MS↑ Re↑ LE↓ H-1↑ H-3↑ H-5↑ MS↑
ORB [26] 0.532 1.429 0.131 0.422 0.540 0.218 0.525 1.430 0.286 0.607 0.710 0.204
SURF [2] 0.491 1.150 0.397 0.702 0.762 0.255 0.468 1.244 0.421 0.745 0.812 0.230
BRISK [14] 0.566 1.077 0.414 0.767 0.826 0.258 0.505 1.207 0.300 0.653 0.746 0.211
SIFT [17] 0.451 0.855 0.622 0.845 0.878 0.304 0.421 1.011 0.602 0.833 0.876 0.265
LF-Net(indoor) [22] 0.486 1.341 0.183 0.628 0.779 0.326 0.467 1.385 0.231 0.679 0.803 0.287
LF-Net(outdoor) [22] 0.538 1.084 0.347 0.728 0.831 0.296 0.523 1.183 0.400 0.745 0.834 0.241
SuperPoint [7] 0.631 1.109 0.491 0.833 0.893 0.318 0.593 1.212 0.509 0.834 0.900 0.281
UnsuperPoint [6] 0.645 0.832 0.579 0.855 0.903 0.424 0.612 0.991 0.493 0.843 0.905 0.383
IO-Net [37] 0.686 0.970 0.591 0.867 0.912 0.544 0.684 0.970 0.564 0.851 0.907 0.510
KP3D [35] 0.686 0.799 0.532 0.858 0.906 0.578 0.674 0.886 0.529 0.867 0.920 0.529
LANet (ours) 0.683 0.874 0.662 0.910 0.941 0.577 0.682 0.943 0.602 0.874 0.924 0.543

Table 2. Comparisons on HPatches dataset with mean matching accuracy (MMA).

MMA@3 SIFT [17] D2Net(SS) [8] D2Net(MS) [8] SuperPoint [7] ASLFeat [19] Ours
Illumination 0.525 0.568 0.468 0.738 - 0.822
Viewpoint 0.540 0.354 0.385 0.639 - 0.620
Overall 0.533 0.457 0.425 0.686 0.723 0.717

Homography estimation accuracy. In practice, the correspondence be-
tween detected points is established based on the similarity of their descriptors.
With the matched points, we can estimate the homography transformation be-
tween the input pairs with geometric constraint. In the experiments, we use the
nearest neighbor matcher to associate the detected points across images and
compute the homography matrix using OpenCV’s findHomography method. As
shown in Table 1, the proposed LANet surpasses the existing learning-based
methods by a very large margin with different tolerance threshold in both lower
and higher resolution settings.

Matching score. Matching score measures the probability of the correct
correspondences over the points detected in shared viewpoints, which evaluates
the general performance of the whole detection and description pipeline. Our
method achieves almost the same highest matching score as KP3D in lower
resolution setting, while it outperforms the other methods by a large margin in
higher resolution setting as shown in Table 1.

Mean matching accuracy. Mean matching accuracy is the ratio of correct
matches for each image pair. As shown in Table 2, the proposed LANet shows
surprisingly effectiveness on illumination sequences and achieves competitive re-
sult on viewpoint sequences. Compared with ASLFeat, the proposed LANet
performs on par with it on overall performance.
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Table 3. Ablation study.

Method σ LD-α CL
240× 320, 300 points

Re↑ LE↓ H-1↑ H-3↑ H-5↑ MS↑
Baseline - - - 0.633 1.049 0.486 0.812 0.893 0.525

LANet
! - - 0.685 0.874 0.545 0.862 0.914 0.580
! ! - 0.682 0.861 0.653 0.898 0.922 0.572
! ! ! 0.683 0.874 0.662 0.910 0.941 0.577

4.3 Ablation study

In this section, we perform an ablation study on HPatches dataset to demon-
strate the effectiveness of each module in our proposed method. The results are
summarized in Table 3.

Baseline. We use the encoder-decoder architecture of the interest point de-
tection module as the baseline. The baseline outputs the descriptors by a 3× 3
convolutional layer that is connected after the 4th convolutional block of the
backbone encoder. Besides, the rectification factor σ is fixed to 1 during the
training process and the descriptor-aware score α is removed.

Ablation on the learned σ. The learnable rectification factor σ enables
the detection decoder to predict the locations across cell borders as described
in [37]. Different from [37], we optimize the rectification factor σ with the pre-
dicted locations during the training stage rather than setting the σ as a default
hyperparameter. Compared with the baseline, using the learnable rectification
factor σ improves the overall performance of the detection and description ob-
viously.

Ablation on the low-level descriptor-aware module. The low-level
description-aware module (LD-α) learns descriptors from the lower convolution
layers and the learned descriptors are weighted sum by the descriptor-aware
score α. As shown in Table 3, compared with the results of second row, the
low-level description-aware module boosts the homography estimation accura-
cy with +10.8% in H-1, +3.6% in H-3, and +0.8% in H-5 respectively, while
only having slight influence on the repeatability, the localization error and the
matching score. In Fig. 3, we visualize the interest points matching results that
are obtained with and without the low-level descriptor-aware module. Compared
with Fig. 3(b), Fig. 3(c) shows that using low-level features for description can
learn stronger descriptors to acquire more precise and denser matches for interest
point matching.

Ablation on the correspondence loss. The correspondence loss (CL)
is introduced as an auxiliary supervision to enhance the learning of descriptors.
With the correspondence loss, the proposed LANet achieves further improvement
on homography estimation accuracy and achieves the best overall performance.
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(a) (b) (c)

Fig. 3. Interest point matching with and without the low-level descriptor-aware mod-
ule. (a) Source images. (b) Target images (processed using baseline + σ). (c) Target
images (processed using baseline + σ + LD-α). The matched points are marked in
different colors with the localization error.

4.4 Validation on low-level feature learning

In this section, we conduct further study on learning descriptors from different
layers individually to validate the effectiveness of low-level features. We use the
interest point detection module of the proposed LANet as the basic network for
the experiments. We extract the learned features from different convolutional
blocks for evaluation. Meanwhile, we deepen the network by adding a descriptor
decoder with upsample blocks for further comparisons. Each upsample block
consists of an upsampling layer [31] and a basic convolutional block. Notably,
the output layer is a 3 × 3 convolution to reshape the descriptors to the same
size of 256 dimensions. The experimental results are summarized in Table 4.

Comparisons within the backbone encoder. From Table 4 we can see
that the learned descriptors from the deeper layers have better performance on
repeatability and matching score. However, the learned descriptors from different
layers do not affect the localization error obviously. As for homography estima-
tion accuracy, the learned descriptors from the lowest three convolutional blocks
significantly boost the accuracy of H-1, H-3, and H-5 compared with that of the
deeper layer. The learned descriptors from the convolutional block 2 achieve the
best performance on H-1 (0.669), H-3 (0.895), and H-5 (0.934) at the same time.

Backbone encoder vs. description decoder. With a deeper structure
and higher-resolution feature map, the descriptors extracted from the upsam-
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Table 4. Validation on low-level features extracted from different layers.

Output layer in description Depth Output resolution
240 × 320, 300 points

Re↑ LE↓ H-1↑ H-3↑ H-5↑ MS↑

Backbone
encoder

conv block 1 2 240 × 320 0.669 0.804 0.641 0.872 0.900 0.403
conv block 2 4 120 × 160 0.679 0.880 0.669 0.895 0.934 0.506
conv block 3 6 60 × 80 0.685 0.842 0.624 0.878 0.921 0.571
conv block 4 8 30 × 40 0.685 0.874 0.545 0.862 0.914 0.580

Description
decoder

upsample block 5 10 60 × 80 0.692 0.866 0.566 0.866 0.928 0.583
upsample block 6 12 120 × 160 0.685 0.857 0.562 0.872 0.922 0.571
upsample block 7 14 240 × 320 0.682 0.862 0.553 0.866 0.916 0.559

ple block 5 increase the homography estimation accuracy on H-1, H-3, and H-5
compared with that extracted from the convolutional block 4. However, com-
pared with that of upsample block 5, using the deeper network could not further
improve the performance. By using the feature map in the same resolution,
the learned descriptors from the convolutional blocks 2 and 3 outperform those
extracted from the deeper upsample blocks 5 and 6 by a large margin on ho-
mography estimation accuracy.

Observations. Based on the above comparisons, we can see that the low-
level features can effectively improve the distinguishability of descriptors and
significantly increase the homography estimation accuracy. Meanwhile, the low-
level features have barely effects on the point repeatability and the localization
error. It should be noted, although the descriptors extracted from the convolu-
tional block 2 achieve the best performance on homography estimation accuracy,
they do have an inferior matching score. Therefore, it is a promising solution to
combine the low-level features extracted from the convolutional blocks 2 and 3
to balance the overall performance.

4.5 Further analysis

Fig. 4 shows a few qualitative matching results comparing the SIFT, IO-Net, and
the proposed LANet on HPatches dataset. The results are obtained by using the
nearest neighbor (NN) matcher with the correct distance threshold ϵ = 1. The
proposed LANet outperforms IO-Net and SIFT obviously in perspective scenes
(Fig. 4 Row 1 to 4) and is on par with IO-Net in illumination scenes (Fig. 4 Row
5 and 6).

As shown in Row 7 and 8 of Fig. 4, when the images are rotated dramatically,
the proposed LANet easily fails in the interest points detection and description.
Whereas, the SIFT provides rotation invariant features and has the best perfor-
mance compared with IO-Net and the proposed LANet. Using the largely rotated
images during the training process could help to improve the performance of the
proposed LANet in such cases. However, it will affect overall performance s-
ince most of the images in the dataset have moderate rotation. One promising
solution is to introduce the smooth penalty function during the optimization.
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Inliers: 35/243

Inliers: 110/307

Inliers: 98/297

Inliers: 176/348

Inliers: 50/205

Inliers: 154/341

Inliers: 13/263

Inliers: 130/329

(a) LANet + NN (ϵ = 1)

Inliers: 2/215

Inliers: 46/278

Inliers: 30/264

Inliers: 117/307

Inliers: 51/219

Inliers: 101/324

Inliers: 0/155

Inliers: 68/242

(b) IO-Net + NN (ϵ = 1)

Inliers: 1/350

Inliers: 30/310

Inliers: 5/451

Inliers: 124/1170

Inliers: 3/49

Inliers: 51/329

Inliers: 610/1354

Inliers: 1001/1470

(c) SIFT + NN (ϵ = 1)

Fig. 4. Matching results visualization. The examples of perspective scenes are shown
in row 1 - 4 and the examples of illumination scenes are shown in row 5 and 6. We also
show some inferior examples obtained in the largely rotated cases in row 7 and 8.

5 Conclusion

In this paper, we proposed a Low-level descriptor-Aware Network (LANet) for in-
terest points detection and description in self-supervised scheme, which exploits
the low-level features to learn adequate descriptors for interest points. Besides,
we introduce a correspondence loss as an auxiliary supervision to enhance the
learning of interest point descriptor. We show that using low-level features for
description while using high-level features for detection is a feasible solution for
interest point matching. Extensive experimental results demonstrate that the
proposed LANet using low-level features can improve the distinguishability of
interest point descriptor and outperform the popularly used methods.
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