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Abstract. Depth estimation is an essential module for the perception
system of autonomous driving. The state-of-the-art methods introduce
LiDAR to improve the performance of monocular depth estimation, but
it faces the challenges of weather durability and high hardware cost.
Unlike existing LiDAR and image-based methods, a two-stage network
is proposed to integrate highly sparse radar data in this paper, in which
sparse pre-mapping module and feature fusion module are proposed for
radar feature extraction and feature fusion respectively. Considering the
highly structured driving scenario, we introduce semantic information
of the scenario to further improve the loss function, thus making the
network more focused on the target region. Finally, we propose a novel
depth dataset construction strategy by integrating binary mask-based
filtering and interpolation methods based on the nuScenes dataset. And
the effectiveness of our proposed method has been demonstrated through
extensive experiments, which outperform existing methods in all metrics.

Keywords: Depth estimation - Multi-sensor - Autonomous driving -
Driving scene characteristic.

1 Introduction

The autonomous driving perception systems using a monocular camera can de-
tect the target accurately, but it is difficult to confirm the location and scale of
the target, due to the missing depth information. Recently, the use of convolu-
tion neural network is demonstrated to have significantly improved the accuracy
of depth estimation [13,18, 16,35, 17]. All of the above work describes depth es-
timation as a regression problem. Accurate regression of depth values remains a
challenge in this field. Thus, [11, 3] were significant to transform the regression
problem into the classification problem. Researchers [16,9] have attempted to
improve the accuracy of depth estimation by solving multiple tasks in a joint
manner.

* K. Zheng and S. Li are co-first authors.
1 Corresponding authors. Email: 1sg042@163.com.
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Fig. 1. Projection of the LIDAR and radar data points onto the image plane according
to the calibration relationship shows their high degree of sparsity. (a) is the LIiDAR
projection point, (b) is the radar projection point.

However, monocular depth estimation is known as an ill-posed problem [10].
If pixels with known depth values are present in the image, the difficulty of the
monocular depth estimation task is significantly reduced. A common method
is the introduction of LiDAR data, i.e. the depth completion task [29,6, 15].
Although LiDAR provides denser depth observations, the resolution is highly
dependent on weather and is more expensive to acquire, the introduction of
LiDAR also poses a considerable challenge to the overall system in real-time.
The radar, on the other hand, is an all-weather sensor that performs well in bad
weather and has a wide effective detection range. And radar has already been
widely used in automotive industry applications such as Adaptive Cruise Control
and Automatic Emergency Braking, which makes radar even more attractive
to be applied for the depth estimation module. Therefore, we introduce radar
measurements as prior knowledge to achieve high accuracy of depth estimation.

Conceivably, fusing radar and vision for depth estimation are great challenges
for researchers in the field, due to the following technical barriers. 1) The only
large dataset containing radar data is the nuScenes|2] dataset, but this dataset
only provides the raw point cloud per frame. If only one frame of data is used
as ground truth, only about 0.2% of pixels per image exist for supervision, as
shown in Fig. 1(a), which would not be conducive to the model learning object
contour information and detail information. 2) Compared to LiDAR, the radar
point cloud is much more sparse, providing only about 0.003% of the prior depth
value for each image, as shown in Fig. 1(b). Therefore, the feature of radar needs
to be extracted in a way that is more suitable for dealing with sparse point clouds.

To address the above issues, we propose a new LiDAR data processing scheme
to construct a denser and less noisy ground truth depth based on multiple frames
of LiDAR data. The radar depth network (RDNet) is proposed as a two-stage
network. Specially, considering the different input and purpose of the two stages,
the sparse-coarse stage adopts a dual encoder-single decoder structure. Due to
the high sparsity of the input radar data, the sparse pre-mapping module(SPM)
is used to initially extract sparse feature. The dense depth map obtained in
this stage is used as input to the coarse-fine stage, that single encoder-decoder
structure and uses the feature fusion module(FFM), which introduces channel
attention mechanism to fuse the features of the two stages. In addition, existing
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depth estimation networks do not take into account the characteristics of the
driving scene. And they treat each pixel equally, while accurate depth values are
often used in obstacle avoidance and 3D object detection, where the accuracy
of the depth value of the target is required to be extremely high. Therefore,
we further improve the loss function to make the network more focused on the
corresponding region of the target. Our main contributions are as follows:

— We propose a denser and less noisy ground truth depth generation method,
which solves the problem that the network can not learn details and edge
information from sparse data.

— A new network structure better suited for collecting valid information from
sparse radar data is proposed, including the sparse pre-mapping module and
the feature fusion module.

— Improved loss function based on prior knowledge of the driving scenario,
resulting in more accurate depth estimation of the target area.

— Various experiments have been carried out on the proposed new dataset
based on nuScenes dataset to verify the effectiveness of the method compared
to the state-of-the-art methods.

2 Related Work

2.1 Monocular depth estimation

Monocular depth estimation is currently addressed by training on large datasets
with an attempt to acquire the ability to perform depth estimation. Early meth-
ods focused on depth estimation using hand-crafted features [27,25]. Recently,
the main methods can be summarized as: 1) Introduction of attention mechanism
[20, 5, 34]. For example, Li et al. [20] used channel attention mechanism in their
model to extract the distinguishing features. 2) Dispersing the continuous depth
into a certain number of bins, thus the regression problem is transformed into
the classification problem [11,1]. Fu et al. [11] used spacing-increasing discretiza-
tion strategy to discretize given depth in log domain. Bhat [1] used an adaptive
discretization strategy to compute bin lengths for each image. 3) Jointly solving
for multiple tasks [9,30]. [9] used generic architecture to jointly solve the three
tasks of depth estimation, surface normal estimation and semantic segmenta-
tion. Wang et al. [30] proposed to decompose the image into several semantic
segments, predicting a normalized depth map for each segment. 4) Optimizing
coarse depth maps using CRF [19,31]. For example, Li et al. [19] introduced
Hierarchical Conditional Random Fields to refine depth estimation from the
super-pixel level to the pixel level.

We introduce highly sparse radar point cloud on top of the monocular depth
estimation task, aiming to provide prior points and thus reduce the overall task
difficulty. In addition, unlike existing methods that jointly solve multiple tasks,
we introduce semantic information to make the overall depth estimation more
relevant to the driving scenario requirements without increasing the computa-
tional effort of the network.
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Fig. 2. Overview of proposed network architecture. It consists of two stages, the sparse-
coarse stage and the coarse-fine stage.

2.2 Depth completion

Depth completion task has additional characteristics compared to monocular
depth estimation, such as the depth values of sparse points should be main-
tained as much as possible, and the transition between sparse points and their
neighborhoods should be smooth.

These methods can be roughly divided into two catalogs: 1) After the network
has predicted the coarse depth map, it is optimized by local neighborhoods.
Cheng et al. [7] proposed convolutional spatial propagation network, which was
propagated by recurrent convolution. Xu et al. [33] proposed to learn adaptive
offsets in the network. 2) Using images to guide the recovery of depth maps.
Tang et al. [26] calculated weights after extracting features from an image, and
multiplied the weights when encoding sparse depth inputs. There were other
methods that make use of feature representations in 3D space [4], surface normal
[24, 32] and so on.

The difference between radar and camera-based depth estimation and lidar
and camera-based depth completion lies in the adequacy of the known depth
information. In depth completion task, the image can be used as a guide to
reconstructing the dense depth from the sparse input. However, because the
input from radar is so sparse, it is more appropriate to provide prior depth
information for the image using radar.

3 Proposed Method

In this section, we first introduce the overall architecture of RDNet, as well
as the sparse pre-mapping module (SPM) for processing sparse radar data and
the feature fusion module (FFM ) for two stage feature fusion. The loss function
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used to train the network is then described, with further improvement of the loss
function based on the driving scene semantics. Finally, the specific construction
of the ground truth depth is presented.

3.1 Network architecture

As shown in Fig. 2, we design an end-to-end depth estimation network framework
based on radar and image. As estimating an accurate depth map directly from
highly sparse radar and image via a single-stage network is a relatively difficult
task, we design a two-stage network with the sparse-coarse stage and the coarse-
fine stage respectively. The sparse-coarse stage takes the image and sparse radar
data as input to predict a dense but coarse depth map. In this stage, in order
to make full use of the feature of radar data for the effective fusion of image
and radar, a dual encoder-single decoder architecture is used. That is, the image
and radar are fused after extracting features separately, and then the final depth
map is predicted by a decoder. Specially, the image encoder is constructed using
ResNet-34 [14], which is pretrained on ImageNet [8]. In depth encoder, given the
highly sparse nature of the radar data, we propose sparse pre-mapping module
to extract the initial feature, and then use residual blocks to extract further
feature. The decoder consists of four up-projection blocks [23], followed by a
3x3 convolution that maps the output to a depth map, and finally the depth
map is restored to its initial resolution using bilinear upsampling. The coarse-
fine stage uses the depth map of the previous prediction as input, which uses
single encoder-decoder structure and feature fusion module to fuse the features
of the two stages for obtaining a more accurate prediction. And as the driving
scenario is relatively structured, we introduce the scenario prior branch to further
enhance the network effect.

3.2 Sparse pre-mapping module

Considering the highly sparse nature of the radar input, standard convolution in
sparse data processing would result in poor performance. And there are inconsis-
tencies between LiDAR and radar data, even with effective noise filtering, there
is still variability between them. To address the problem, the sparse pre-mapping
module is set up before the residual block in the depth branch to enable map-
ping between data and the extraction of sparse feature. First, we briefly recall
the sparsity-invariant convolution in [28], which takes a sparse feature map z
and a binary mask m as input. It can be formulated as:

k
Zi,j:—k Mati,04+5 Wi, j Tutiutj
k
Zi,j:—k Muytivtj +0

where § denotes a very small number to avoid the problem of dividing by zeros
when there is no observed depth in the convolution region.

As shown in Fig. 3(a), our sparse pre-mapping module obtains a denser fea-
ture map by stacking sparsity-invariant convolutions. And in order to complete

flu,v) = +0b (1)
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Fig. 3. (a) is the sparse pre-mapping module, which inputs are sparse radar depth map
and binary mask, the whole module consists of several sparsity-invariant convolutions.
(b) is the feature fusion module, the module takes features of the same resolution
from the sparse-coarse stage and the coarse-fine stage as input and introduces channel
attention mechanism that integrates the two stages to enhance feature representation.

the mapping between the data, the module output is bilinearly upsampled to the
initial resolution and then supervision is applied. To further extract the feature
of radar, the output of the fourth convolution is fed into the depth branch and
further semantic features are extracted using the residual block.

3.3 Feature fusion module

To make the coarse-fine stage feature contain richer information and thus predict
a more accurate final depth map, we use the strategy of decoder-encoder fusion in
[26] to fuse feature from the sparse-coarse stage into the coarse-fine stage. And
the feature representation is further enhanced by the introduction of channel
attention mechanism. Specially, to adapt the decoder feature in the sparse-coarse
stage to the encoder feature in the coarse-fine stage, we further refine the decoder
feature and reduce its channel number using a convolution block with the residual
connection. The structure is shown in Fig. 3(b), it can be formulated as:

Y; = ReLU(Conv(F;) + f1(Conv(Fy))) (2)

where F; and Y; denote the feature at layer i of the decoder and the corresponding
output features and f;(-) denotes the learnable feature refinement mapping.

After obtaining the refined feature Y; and concatenating it with the encoder
feature of the coarse-fine stage, We apply the channel attention mechanism to
it, which adaptively adjusts the feature values of each channel, selectively en-
hancing feature containing useful information and suppressing useless feature
through global information. Specially, global average pooling is used to obtain
global context information, and then the attention vector is computed to enhance
feature representation. It can be formulated as:
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y = o(f2(GloballY;, F7])) ©Yi + F (3)

where Global represents the global pooling operation, F;° denotes the feature
of current stage, f2(-) denotes the learnable weight mapping, ® is element-wise
product operator. [-,-] denotes concatenate operation and o denotes sigmoid
function.

3.4 Loss Function

Differences in loss functions can have an impact on final depth estimation per-
formance. We use L1 loss to calculate the loss between the ground truth depth
and the predicted depth. Since the ground truth does not exist in every pixel,
only the loss of valid pixels in the ground truth is computed, denoted as:

1 ~
Ldepth = E Z |dp,q - dp#]l (4>
(p.9)€ES

where d and d denote the ground truth depth map and the predicted depth map
respectively. S denotes the set of valid depths of d and m is the number of valid
depths.

Further, we add edge-aware smoothness constraint [12] to encourage depth
locally smooth. Since depth discontinuities usually occur at junctions, the image
gradients are used for weighting, Lgmootn is defined as:

Lsmooth = e—|8m(1)| |8513(CZ)| + e—|6y(1)\ |ay(d)| (5)

where 0., 0, denote the gradients along the = and y directions respectively, I
denotes the input image.

In the training process, since we adopt the supervision to the depth prediction
of the two stages and to the mapping result in the first stage, the overall loss
function is represented as a weighted function:

Ltotal = A1(Lcoarse + A2Lmap + )\BLsmooth) + (1 - /\1)Ffinal (6)

where Aq, A2, A3 are hyperparameters. In addition, Leoarse, Lmap and Lfinar
denote the loss of the sparse-coarse stage, the loss of the sparse pre-mapping
module and the loss of the coarse-fine stage respectively.

4 Scenario semantics based depth estimation

Unlike other scenarios where the driving scene is relatively structured and has
much prior knowledge that can be exploited. Much of the existing work has
focused on the design of the network to improve its overall performance. However,
the characteristics and requirements of the driving scenario have not been fully
considered. Especially, in driving scenes, we usually want to get as accurate a
depth value as possible for target areas, which include vehicles, pedestrians, etc.,
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Fig. 4. Semantic segmentation result. (a) is the input image, (b) is the semantic seg-
mentation result (In this scene, the blue and red areas are the target area we have
defined).

while we do not need to get very accurate depth values for not target areas. In
summary, we want the depth estimation network to focus more on the target
areas of the scene, rather than treating all areas equally.

Using this idea as a starting point, we analyze the results of the depth es-
timation. First, we introduce a semantic segmentation network, here using Seg-
Former, and the segmentation results are shown in Fig. 4. After obtaining the
semantic labels for each scene, the pixels within the scene are classified into
target/not target areas, and the RMSE/MAE of the two areas are calculated
and the results are shown in Table 1. From the results, it can be seen that the
errors in the target areas are even much larger than in the not target areas. We
further analyze the number of pixels in the target and not target area and find
that in most scenes the number of pixels in the target area is about 1/10 of the
number of pixels in the not target area. We believe this can be seen as a sample
imbalance. As the samples corresponding to not target area dominate the loss
function, the model also tends to favor not target area during training, resulting
in poorer performance in depth estimation for the target area.

Table 1. Errors in target area versus not target area.

Area RMSE MAE
Target Area 8.379 4.929
Not target Area 5.591 2.463

We make an improvement to Eq. 4 by introducing semantic segmentation
results into the training process of the network, weighting the depth loss of
different areas separately, thus making the network focus more on the target
area. The improved depth loss is calculated as:

1 A .
Laeptn = E(w Z |dp,q — dpgl + (2 —w) Z |dim,n — dm,nl) (7)

(p,9)€ESTAR (m,n)ESNTAR
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where Star and Syrar denotes the set of valid depths of target area and not
target area, and m is the number of valid depths. w is a weighting factor to
balance the loss in the two areas.

Since we only improve the loss function without altering the network struc-
ture, we do not introduce any additional computational effort in the inference
process of the network. This is in contrast to current networks that improve
the depth estimation network into a multi-task network [30, 31]. Moreover, our
purpose is also different from existing networks. We are aiming to improve the
accuracy of target area estimation, whereas they mostly aim to improve the
representation of the backbone.

5 Dataset generation

In contrast to the ground truth depth in the KITTI dataset [28], which is super-
vised for approximately 30% of the pixels, the nuScenes dataset provides only
the raw LiDAR point cloud, which after projection is supervised for only approx-
imately 0.2% of the pixels per frame. As the ground truth depth is too sparse
and the evaluation metrics are only calculated at the pixels where supervision is
present, the evaluation metrics do not give a full picture of the depth estimation
and the model does not learn the details of the scene. Therefore, we propose a
new LiDAR data processing scheme by integrating the binary mask-based filter-
ing and interpolation method to construct a dense and less noisy ground truth
on the basis of multi-frame LiDAR data.

Let L and mj, denote the aggregated multi-frame LiDAR data of size H x W
and their corresponding sparse mask, respectively. The filtered LIDAR data can
be represented as:

L' =g(L,mp) (8)
where g is the filtering operation.

Given that there are many unobserved points in the LiDAR data, the con-
ventional filtering algorithms fail to consider the sparsity pattern of the data,
which will alter the observation points intended to be the true values for train-
ing. We propose an observation point invariant filtering technique to alleviate
the issue. Our proposed operation first masks non-observed points in the LiDAR
data using a sparse mask my,, and then finds the mean value of the depth of the
observed points in region S of size n x m. The outliers are obtained by testing
whether the difference between the depth of the observation and the mean value
is greater than threshold value, function g is defined as:

= {L(p, q9) |L(p,q) — ave(p,q)| < e (9)

0 otherwise

and

wep.q) = — 3 Lizy)mu(z.y) (10)
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Fig. 5. Illustration of the entire process of LIDAR data processing.

where, M is the number of observed pixels, ave(p, q) is the mean value at the
current position (p, ¢q), € is the threshold value and S is a filter window of size
n x m.

Once the outliers are removed, the filtered LIDAR data L’ and the sparse
mask 1 —my, are used for interpolation to obtain denser ground truth depth L;,
which can be formulated as:

Li :f(L’71—mL) (11)

where f is the proposed interpolation operation.

Specifically, we use the sparse mask 1 — my, to mask the observed points in
the LiDAR data L’ and interpolate the non-observed positions. Let T, and T},
be the step in the x and y directions, the masked data points are traversed with
the pre-determined step size, and find the nearest neighbors within a window
of size (a,b) centered on the currently traversed data points (p,q). Since it is
observed that the depth values vary much more in the y direction than in the x
direction in the driving scenario, we set a > b. Function f is defined as:

L'(p,q) mr(p,q) # 0 .
where Nearest(p,q) denotes the search for nearest neighbor observations in a
window centered on (p, q).
As we use a fixed step in the interpolation step, we sample the interpolated
points in order to break the regularity of the interpolated data. The entire process
of LiDAR data processing is illustrated in Fig. 5 and is represented as:

o {Nearest(p, q) mp(p,q) =0

Ly = Sample(f(g(L,mz).1 —my)) (13)

6 Experiments

6.1 Implementation detail

We use the nuScenes dataset [2] to validate the above model. The dataset consists
of 1000 scenes, each of which lasts 20 seconds long, with 40 keyframes. Each
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frame has a resolution of 1600x900, which we crop to the size of 1600x704 for
training and testing. And nuScenes dataset contains driving scenarios in various
conditions, which makes it more difficult to perform depth estimation on this
dataset. We use 850 scenes and divide them into 810 scenes for training and 40
scenes for evaluation.

In order to train the proposed model, we perform the data augmentation
with the color and horizontal flip transformation. We use Pytorch to deploy the
network and train on an NVIDIA GeForce GTX TITAN X with 12G memory.
In all experiments, batch size is set to 4. We use Adam optimizer with learning
rate 0.0005, and the learning rate is reduced to half every 5 epochs. The weights
in loss function are set to Ay = 0.5, Ao = 0.3, A3 = 0.001.

The standard metrics utilized for monocular depth estimation and depth
completion work [1, 31] are adopted for comparison. Let d and d be the predicted
depth map and ground truth depth map, respectively, the evaluation metrics are:

Root Mean Square Error (RMSE):4/ < > (dy — dy)?
Mean Absolute Error (MAE):L ™" |d,, — dy)|

P
: L 1N ldp—dypl
Mean Absolute Relative Error (REL) DI Lrcel
Threshold accuracy (§;):maz {ji, j} <t,t=1.25,1.252,1.25%
r P

6.2 Comparing Performance

To demonstrate the effectiveness of the proposed method, we train the models
under the same conditions and compare our method with the image and LiDAR-
based depth estimation methods proposed by Ma et al. [22] and Hu et al. [15] and
the image and radar-based methods proposed by Lin et al. [21]. Those results are
outlined in Table 2. Our method exhibits better performance with improvement
in all evaluation metrics. In particular, compared to RadarNet [21], our RDNet
reduces the RMSE by 0.518m and the MAE by 0.338m. It is also evident from the
experiments that most LiDAR and image-based methods are not well adapted
to radar, whereas our model has a unique capability to extract useful features
from sparse data. The qualitative results shown in Fig. 6 imply that our method
restores more accurate detail information than other methods, with fewer regions
of incorrect depth estimation at image edges and object boundaries.

Table 2. Comparisons to advanced methods on nuScenes. Best results are in bold font.

Method Error | Acc 1
RMSE MAE REL 61 62 03
Hu et al. [15] 6.882 3.630 0.1870.779 0.916 0.963
Lin et al. [21] 5.889 2.640 0.118 0.874 0.950 0.976
Ma et al. [22] 7.195 3.430 0.164 0.809 0.916 0.959
Ours 5.371 2.302 0.103 0.897 0.960 0.980
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(a) Inputimage  (b) Ground truth  (c) Huetal. [12] (d) Linetal. [35] (c) Ma et al. [34] (f) Ours

Fig. 6. Qualitative results on nuScene. The proposed method obtains clearer details.

6.3 Ablation studies

We conduct a series of ablation studies to verify the effectiveness of the various
components proposed in our approach, including the late fusion structure, sparse
pre-mapping module and feature fusion module. At the same time, we verify the
effect of different loss functions, the role of adding radar data to the model, and
analyze the setting of hyperparameters.

Image Branch Encoder: We use different baselines in the image encoder to
extract the image feature, here only ResNet-34 and ResNet-18 are tested, as
seen in Table 3, ResNet-34 achieves better performance, which we believe is due
to the expanded network allowing better extraction of image feature. So we use
ResNet-34 as the backbone in the subsequent comparison experiments.

Fusion Method: In this experiment, we compare the performance of the late
fusion structure with the early fusion structure. The late fusion structure extracts
advanced features from image and radar respectively through a series of blocks
(final resolution is 1/32 of the input), then concatenates and fuses them. In the
early fusion structure, the image and radar feature is extracted separately to 1/4
of the resolution of the input, then concatenate and extract advanced feature. As
given in Table 3, the late fusion structure outperforms the early fusion structure.
We believe that this is due to the fact that radar data is highly sparse and if the
early fusion structure is used, most of the locations in the feature map are invalid
at an early stage, resulting in the model failing to extract valid information.

Modules: We gradually add the sparse pre-mapping module (SPM) and fea-
ture fusion module (FFM) to the baseline to investigate the effectiveness of our
proposed network. As can be seen in Table 3, the addition of the two modules
improves the RMSE of the baseline by 0.535m and the MAE by 0.374m. To fur-
ther verify the effectiveness of the sparse pre-mapping module in different fusion
modes, we also deploy the module in the early fusion structure. This also means
that for sparse radar data, sparsity-invariant convolution is more suitable for the
initial extraction of its features.

Introduction of Radar: In order to verify the validation of radar optimizing
effect on monocular depth estimation, we compare the model with only the image
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Table 3. Comparisons of performance under different model structures. In this table,
EF for early fusion structure, LF for late fusion structure, SPM for sparse pre-mapping
module, FFM for feature fusion module, R-18(34) for the baseline of ResNet-18(34),
Only Image means the input is an only image.

Variant RMSE MAE REL 61

LF(R—lS) 6.027 2.761 0.126 0.862
LF(R-34) 5.906 2.676 0.121 0.870
EF 6.725 3.018 0.125 0.855
EF+SPM 6.510 2.900 0.125 0.861
LF+SPM 5.838 2.639 0.123 0.873
LF+FFM 5.815 2.627 0.118 0.874

LF+SPM+FFM 5.371 2.302 0.103 0.897
Only Image 5.877 2.637 0.117 0.877

as input to our full model. The results are in agreement with our assumption that
the introduction of radar does reduce the error in depth estimation compared
to using only the image as input, implying the role of known depths at very few
image locations in improving the performance of monocular depth estimation.

Loss Function: In Table 4, we compare the effect of four conventional loss
functions on the model, i.e., L1, L2, LogL1 and BerHu loss, from which it can
be seen that the best prediction results are obtained with L1 loss.

Table 4. Comparisons of performance under different loss functions.

Variant RMSE MAE REL 61

LogL1 5.854 2.560 0.110 0.886
L2 5.857 2.922 0.137 0.842
BerHu 6.263 3.345 0.172 0.807
L1 5.371 2.302 0.103 0.894

Hyperparameters: We conduct a series of experiments for the parameter w
in Eq. 7 and the results obtained are shown in Fig. 7. Increasing the parameter
w can be interpreted as increasing the weight of the target area to make the
network more inclined towards the target area. From the experimental results, it
can be seen that the RMSE and MAE of the target area gradually decrease as w
increases. In contrast, when reducing the parameter w within a certain range, for
example, w = 1 to w = 0, RMSE and MAE for the not target area vary within 0.2
m. This is because the model already favors the not target area and continuing
to increase the weight of the not target area on a small scale does not have a
significant impact on the depth estimation results. When the parameter w is set
to 1.6, the error in the target area reaches its minimum value and we believe
that a good balance between the target area and not target area is achieved. At
a more extreme, when setting w = 2.0, i.e. training the network based on the
loss of the target area only, the error increases instead, which we believe is due
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to the fact that there is some connection between the target area and not target
area, which complements each other. The accuracy of its own depth estimation
also suffers when the loss of the other side is completely ignored.
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Fig. 7. Parameter experiments with w. Roughly as the weight of the target area in-
creases, the error in the target area decreases. When not target area is completely
ignored, the target area error also increases, indicating that the depth estimates of the
two regions are correlated.

7 Conclusion

In this paper, we propose a two-stage depth estimation model more suitable for
autonomous driving by introducing radar and driving scenario semantics. We
also propose a method for generating dense depth data to ensure that the model
can learn better. The validity of our model has been demonstrated through exten-
sive experiments, and its depth estimation results outperform existing methods.
We have made some attempts at fusing radar and image for depth estimation and
have demonstrated that highly sparse radar point cloud can indeed provide prior
information that can improve overall depth estimation performance. In future
work, our group will continue to investigate more efficient methods of encod-
ing sparse radar data and methods of fusing radar and image. Also, lightweight
radar and image-based networks for deployment in autonomous driving systems
are the next steps in our work.
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