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Abstract. Evaluation of the malignant degree of pulmonary nodules
plays an important role in early detecting lung cancer. Deep learning-
based methods have obtained promising results in this domain with their
effectiveness in learning feature representation. Both local and global
features are crucial for medical image classification tasks, particularly
for 3D medical image data, however, the receptive field of the convo-
lution kernel limits the global feature learning. Although self-attention
mechanism can successfully model long-range dependencies by directly
flattening the input image to a sequence, which has high computational
complexity. Additionally, which unable to model the image local con-
text information across spatial and depth dimensions. To address the
above challenges, in this paper, we carefully design a Multi-View Cou-
pled Self-Attention Module (MVCS). Specifically, a novel self-attention
module is proposed to model spatial and dimensional correlations se-
quentially for learning global spatial contexts and further improving the
identification accuracy. Compared with vanilla self-attention, which has
three-fold advances: 1) uses less memory consumption and computational
complexity than the existing self-attention methods; 2) except for ex-
ploiting the correlations along the spatial and channel dimension, the
dimension correlations are also exploited; 3) the proposed self-attention
module can be easily integrated with other frameworks. By adding the
proposed module into 3D ResNet, we build a classification network for
lung nodules’ malignancy evaluation. The nodule classification network
was validated on a public dataset from LIDC-IDRI. Extensive experi-
mental results demonstrate that our proposed model outperforms state-
of-the-art approaches. The source code of this work is available at the
https://github.com/ahukui/MVCS.
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1 Introduction

The accurate and earlier identification of malignant lung nodules from computed
tomography (CT) screening images is a critical prerequisite for early detecting
and diagnosing lung cancer [2, 8]. Deep learning-based methods [33, 18, 26, 17]
have obtained promising results in lung nodules’ malignancy identification re-
search with their effectiveness in learning feature representation. For example,
Lyu et al. [14] developed a multi-level convolutional neural network (ML-CNN)
which consists of three CNNs for extracting multi-scale features in lung nod-
ule CT images to assess the degree of malignancy of pulmonary nodules. Xie
et al. [27] proposed a novel Fuse-TSD lung nodule classification algorithm that
uses texture, shape and deep model-learned information at the decision level
for distinguishing malignant from benign lung nodules. Murugesan et al. [15]
created a simple yet effective model for the rapid identification and U-net ar-
chitecture based segmentation of lung nodules. This approach focuses on the
identification and segmentation of lung cancer by detecting picture normalcy
and abnormalities. Although these methods have achieved remarkable results,
there is still room for improvement in exploiting lung nodules information. Since
the receptive field of the convolution kernel used in layer is always small and
limited, which also limits the global feature learning during feature extraction
and further limits the global information absorbed. However, both local and
global features are critical for the malignancy assessment of pulmonary nodules.
Assisting the model to obtain global context information from input data can
further improve the performance of identification.

Recently, the self-attention mechanism, particularly for Transformer [4], has
been recognized as an effective way to exploit the global information and has
been successful in natural language processing and 2D image analysis [31], due to
the effectiveness of modeling long-range dependencies. For example, Li et al. [13]
proposed an induced self-attention based deep multi-instance learning method
that uses the self-attention mechanism for learning the global structure informa-
tion within a bag. Guo et al. [7] proposed a separable self-attention network for
video representation learning by investigating the relationship between spatial
attention and temporal attention through a sequential self-attention structure.
Inspired by PCA, Du et al. [5] proposed an interaction-aware self-attention to
further use non-local information in feature maps. By constructing a spatial fea-
ture pyramid, the proposed model improves attention accuracy and classification
accuracy. Zhang et al. [30] proposed an attention residual learning convolutional
neural network model for skin lesion classification in dermoscopy images, which
jointly uses the residual learning and novel attention learning mechanisms to im-
prove the discriminative representation ability of DCNNs. However, the existing
self-attention module meets two-fold challenges: 1) which builds the dependen-
cies merely by computing the correlations along spatial dimensions and ignores

996



Title Suppressed Due to Excessive Length 3

B W H CD   

SA

B W H CD   
B W H CD   

View1

View2

View3

B W H CD   

BD W H C  

BW D H C  

BH W CD  

SA-DA

SA-DA

SA-DA

(c) Multi-Views Coupled Self-Attention Module on 3D Medical Image Data

SA: Spatial Attention DA: Dimensional Attention

(b) Self-Attention Module on 3D Medical Image Data

B W H CD   

➢Assisting the CNNs based model to break the

limitation brought by the size of the receptive field

by our designed SA and DA modules;

➢Capturing the relation between depth dimensions

by the proposed Dimensional Attention Module;

➢Reducing the huge memory consumption and

computational complexity self-attention module

needed when dealing with 3D medical images;

➢Both local and global features are crucial for lung

nodules’ malignancy evaluation;

➢The receptive field of convolution kernel limits the

global feature learning;

➢Ignoring the relation between depth dimensions;

➢High computational complexity and huge memory

consumption when meets 3D medical image data;

Challenges 

Malignant

(a) Phenomenon on 3D Medical Image Computing

Contributions

Fig. 1. The distinguishing between the self-attention module and our proposed Multi-
View Coupled Self-Attention module.

the relation between depth dimensions; 2) which has high computational com-
plexity and huge memory consumption when meets the date with high spatial
size, especially for 3D medical images, as the computational complexity of the
self-attention is quadratic with respect to the number of tokens. The above
phenomena limit the effectiveness of a vanilla self-attention module [24] in the
domain of 3D medical image analysis.

To overcome the above challenges, in this study, we propose a novel self-
attention module for assisting the model to model long-range dependencies and
extract global information on 3D medical image data. Specifically, we propose
a Multi-View Coupled Self-Attention module (MVCS) for completing the above
functions with less memory consumption and computational complexity. In our
design, different from the vanilla self-attention module, three independent spatial
self-attentions are collaborate utilized to investigate the long range dependencies
among pixels from three views for modeling the global spatial contextual and
dimensional correlation information. Inside MVCS, both local and global spatial
contextual information is captured with less memory consumption and compu-
tational complexity. Its advance has three-fold: 1) MVCS could model spatial
and dimensional correlations sequentially for learning global spatial contexts;
2) MVCS uses less huge memory consumption and computational complexity
than the existing self-attention methods when dealing with 3D medical image
data; 3) MVCS can be easily integrated with other frameworks. By adding the
proposed module into 3D ResNet, we build a nodule classification network for
nodules’ malignancy evaluation. The nodule classification network was validated
on a public dataset LUNA16 from LIDC-IDRI. Extensive experimental results
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demonstrate that our proposed model has performance comparable to state-of-
the-art approaches.

Summary, our detailed contributions are as follow:

– Our proposed MVCS module solves the problem that the relation between
depth dimensions be ignored by a specific designed dimensional attention
module.

– Our proposed MVCS module has less memory consumption and compu-
tational complexity compared with the vanilla self-attention module when
dealing with 3D medical image data.

– Our proposed MVCS module can be easily integrated with other frameworks.
By adding the proposed module into 3D ResNet, we build a nodule classifi-
cation network for nodules’ malignancy evaluation. Extensive experimental
results demonstrate that our proposed model has performance comparable
to state-of-the-art approaches on the public LUNA16 dataset.

2 Related Works

2.1 Pulmonary Nodules Classification

Lung cancer is consistently ranked as the leading cause of tumor-associated
deaths all around the world in the past several years due to its aggressive nature
and delayed detection at advanced stages. According to the statistics, estimated
10-year postoperative disease-specific survival (DSS) rates were 100% and 100%,
and overall survival (OS) rates were 95.3% and 97.8% of patients with resected
adenocarcinoma in carcinoma in situ (AIS) and minimally invasive adenocarci-
noma (MIA) of the lung [8], respectively. Additionally, the 5-year survival for
patients who present with advanced-stage IV non-small cell lung cancer is less
than 10%, this percentage increases to at least 71% if the diagnosis is made early
[2].

In recent years, deep learning-based methods [34, 32] have obtained promising
results on the identification of malignant nodules. For instance, Kumar et al. [11]
proposed an autoencoder framework to extract lung nodule deep features for lung
nodule classification. Shen et al. [18] proposed a hierarchical Multi-scale Convo-
lutional Neural Networks (MCNN) to capture nodule heterogeneity by extracting
discriminative features from alternatingly stacked layers for lung nodule classi-
fication. Xie et al. [26] proposed a Multi-View Knowledge-Based Collaborative
(MV-KBC) deep model to classify benign-malignant nodules under limited data.
Shen et al. [17] proposed a domain-adaptation framework that learns transferable
CNN-based features from nodules without pathologically-confirmed annotations
to predict the pathologically-proven malignancy of nodules. Jiang et al. [9] pre-
sented a novel attentive and ensemble 3D Dual Path Networks for pulmonary
nodule classification via contextual attention mechanism and a spatial attention
mechanism. Shi et al. [20] proposed a Semi-supervised Deep Transfer Learn-
ing (SDTL) framework for benign-malignant pulmonary nodule diagnosis by
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utilizing a transfer learning strategy. Additionally, an iterated feature-matching-
based semi-supervised method is proposed to take advantage of a large available
dataset with no pathological results and a similarity metric function is adopted
to iteratively optimize the classification network.

Although deep learning-based methods have obtained promising results in
the study of malignant tumor identification of nodules, the limitations from
the CNN itself always affect the performance of the model. First, CNN-based
models employ kernel with a fixed and small size, such as 3 × 3, 5 × 5, for feature
extraction, which hardly extracts global information. Under this configure, only
local features can be extracted in each stage of CNNs based model. However,
both local and global features are crucial for classification tasks, especially for
benign-malignant nodules classification that requires the whole 3D information.
Second, effective modeling of long-range dependencies among pixels and making
the model pay more attention to the region of interest is essential to capture
global and significant contextual information. Therefore, it is still important to
improve nodules learning networks to efficiently learn nodules information and
further improve the performance of evaluation.

2.2 Self-attention

Recently, the self-attention mechanism including Transformer [4] emerges as an
active research area in the computer vision community and has shown its po-
tential to be a viable alternative to CNNs in medical image analysis. For ex-
ample, Dong et al. [3] proposed a new image polyp segmentation framework,
named Polyp-PVT, which utilizes a pyramid vision transformer backbone as
the encoder to explicitly extract more powerful and robust features. Zhang et
al. [31] combined Transformers and CNNs in a parallel style and proposed a novel
paralleling-branch architecture, where both global dependency and low-level spa-
tial details can be efficiently captured in a much shallower manner. Wang et
al. [25] proposed an fNIRS classification network based on Transformer, named
fNIRS-T, which could explore the spatial-level and channel-level representation
of fNIRS signals to improve data utilization and network representation capac-
ity. Shi et al. [22] proposed a unified framework based solely on the attention
mechanism for skeleton-based action recognition. The proposed model employed
a novel decoupled spatial-temporal attention to emphasize the spatial/temporal
variations and motion scales of the skeletal data, resulting in a more compre-
hensive understanding of human actions and gestures. Wang et al. [23] designed
a novel framework Attention-based Suppression and Attention-based Enhance-
ment Net to better distinguish different classes based on attention mechanism
and weakly supervised learning for the fine-grained classification of bone marrow
cells. Fang et al. [6] proposed a novel attention modulated network based on the
baseline U-Net, and explores embedded spatial and channel attention modules
for adaptively highlighting interdependent channel maps and focusing on more
discriminant regions via investigating relevant feature association. Li et al. [12]
proposed a parallel-connected residual channel attention network with less pa-
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rameters and a shorter prediction time to enhance the representation ability for
remote sensing image SR.

However, the existing self-attention module have huge memory consumption
and high computational complexity when meeting data with large spatial sizes,
especially for 3D medical images. And the relation between depth dimensions of
3D medical images is also ignored. Thus, effective modeling of long-range depen-
dencies among pixels from both spatial and depth dimensions and making the
model pay more attention to the region of interest can overcome the limitations
of CNNs in capturing global and significant contextual information, and further
improve the performance of the model.
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Fig. 2. Diagram of our proposed Multi-view Coupled Self-Attention Module. The pro-
posed method which consists of two separable self-attention: 1) Spatial Attention;
2) Dimensional Attention.

3 Method

In this section, we first discuss Multi-View Coupled Self-Attention Module in de-
tail, and then give an overview of our proposed pulmonary nodules classification
framework.

3.1 Multi-View Coupled Self-Attention Module

Given the input data X ∈ RB×D×H×W×C with a spatial resolution of H ×
W , depth dimension of D ( number of slices), C channels and B batch size.
The vanilla self-attention maps X into query, key and value embeddings using
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three 1× 1× 1 convolutions, which are denoted as Xq ∈ RB×D×H×W×C′
, Xk ∈

RB×D×H×W×C′
and Xv ∈ RB×D×H×W×C′

. The three embeddings are then
reshaped to the sizes of DHW ×C ′, C ′ ×DHW and DHW ×C ′, respectively.
Afterward, the similarity matrix M ∈ RDHW×DHW , which models the long-
distance dependency in a global space, is calculated by using Xq × Xk. Finally,
the attention map in each location is generated by normalized M through the
softmax function.

As the computational complexity of the self-attention is quadratic with re-
spect to the number of tokens. Although the typical self-attention can success-
fully model long range dependencies by directly flattening the input image to
a sequence, which has high computational complexity. Additionally, this simple
strategy makes self-attention unable to model the image local context informa-
tion across spatial and depth dimensions. To address the above challenges, we
carefully design a Multi-View Coupled Self-Attention Module (MVCS), which
extracts a comprehensive representation of each volume from 2D three views.
The main structure of our proposed MVCS is illustrated in Fig. 2, which con-
sists of two separable self-attention:1) Spatial Attention; 2) Dimensional
Attention, to exploit the correlations along the spatial and channel dimen-
sion, respectively. The details of the two separable self-attention are described
as follows.
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Fig. 3. The details of Spatial Attention and Dimensional Attention. Spatial
Attention explores the dependencies along the spatial and channel dimension for
computing position-wise attention and channel-wise attention. Dimensional Atten-
tion is attached after spatial attention, which builds the range correlations along the
third dimension for exploiting the dimension correlations.
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3.2 Spatial Attention

The input feature X is first converted to three view X0 ∈ RBD×W×H×C, X1 ∈
RBH×W×D×C, X2 ∈ RBW×H×D×C. Each view is mapped into spatial key, query,
and value embeddings denoted as Xt

k, X
t
q, and Xt

v using 2D 1× 1 convolutions,
where t is view index. Then, the embeddings are used to generate spatial at-
tention maps independently. Inside the spatial attention, both position-wise at-
tention and channel-wise attention are computed as shown in Fig. 3(A). Given
the embeddings Xt

q and Xt
k, which are first reshaped to the size of HW × C ′

and C ′ × HW . The spatial similarity matrix M t
S ∈ RHW×HW is generated by

Xt
q ×Xt

k, which model long range dependencies from spatial view. The channel
similarity matrix M t

C ∈ RC′×C′
is generated by Xt

k × Xt
q, which explores the

dependencies along the channel dimension. The spatial attention maps for view
t are then calculated as:

Xt = softmax(M t
S)×Xt

v + softmax(M t
C)×Xt

v (1)

3.3 Dimensional Attention

Dimensional attention is attached after spatial attention, which builds the range
correlations along the third dimension. The structure of dimensional attention
is illustrated in Fig. 3(B). Similar to spatial attention, the input feature X is
first mapped into spatial key, query, and value embeddings denoted as Xk ∈
RB×D×W×H×C , Xq ∈ RB×D×W×H×C , and Xv ∈ RB×D×W×H×C using 3 ×
1 × 1 convolution instead. The similarity matrix M t

D ∈ RD×D along the third
dimension is then calculated by reshaped Xq, Xk.

Xt = softmax(M t
D)×Xt

v (2)

Summary, the generated output feature can be described as:

X=

2∑
t=0

(softmax(M t
S) + softmax(M t

C)+softmax(M t
D))×Xt

v (3)

Summary of the advantages: 1)our proposed MVCS module solves the
problem that the relation between depth dimensions be ignored by the dimen-
sional attention module. 2)our proposed MVCS module breaks the limitation
brought by the size of the receptive field and assists the model to extract
both local and global information in each stage. 3)solving the challenges that
huge memory consumption and computational complexity self-attention module
needed when dealing with 3D medical images. 4) Last but not least, the proposed
MVCS module is portable for other tasks models.

3.4 Pulmonary Nodules Classification

Following previous works [28, 21], we also employ a 3D CNN as the backbone
in this work. We choose 3D ResNet framework as our baseline. Meanwhile, we
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Fig. 4. Overview of multi-view coupled self-attention network for pulmonary nodules
classification. The 3D ResNet framework as baseline.

insert Multi-View Coupled Self-Attention (MVCS) module into different layers
to create our proposed Multi-View Coupled Self-Attention Network as shown
in Fig. 4. In this architecture, MVCS module assists the model to capture both
global and local contextual information in different stages to further improve the
performance of the model. Remarkably, MVCS module can also be easily added
in other 3D based architecture.

4 Experiment

4.1 Datasets and Implementation Details

To comprehensively evaluate the classification performance of our model, the
LUNA16 dataset is employed in our experiments. Especially, LUNA16 dataset
is a subset of LIDC-IDRI database from the Cancer Imaging Archive. Inside
LUNA16 dataset, the CTs with slice thickness greater than 3mm, the annotated
nodules of size smaller than 3mm, slice spacing inconsistent or missing slices
from LIDC-IDRI dataset are removed, and explicitly gives the patient-level 10-
fold cross validation split of the dataset. Finally, there are totally 1004 nodules
left, in which 450 nodules are positive and 554 nodules are negative.

All the lung nodules were cropped from raw CT images for training and
testing. Then, 3D nodule patch with size 32 × 32 × 32 pixels was cropped from
CT images around the centers of the lung nodules. Afterward, each 3D nodule
patch is normalized by the z-score standardization method. The mean and std
values are set as -400 and 750, respectively. During training, randomly adding
Gaussian noise, horizontal flip, vertical flip, z-axis flip the data are utilized for
data augmentation. We implement our framework by using Pytorch and two
GTX 2080Ti GPUs. Adam optimizer with a minibatch size of 48 was applied
for optimization. The learning rate and weight decay were set to 1e-4 and 0.01,
respectively. Additionally, linear warmup with cosine annealing was also used for
learning rate adjusting.

Following the settings in [9, 35], we also evaluate our method on folds 1–5
and the average performance of 5 folds as final results. The metrics of the AUC,
Specificity, Sensitivity, Accuracy, Precision, and F1-score were calculated for
comprehensively evaluating the classification performance of model. Sensitivity
(Recall) denotes the percentage of correctly predicted malignant nodules and
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is crucial for CAD; Accuracy evaluates the percentage of correctly predicted
malignant/benign nodules; Precision is the percentage of correctly predicted be-
nign nodules; F1-score evaluates the trade-off between Sensitivity and Precision.
Defined as follows:

Accuracy =
TP + TN

TP + FN + TN + FP
(4)

Sensitivity =
TP

TP + FN
(5)

Specificity =
TN

FP + TN
(6)

Precision =
TP

TP + FP
(7)

F1− score =
2TP

2TP + FP + FN
(8)

where True-Positive (TP) is the number of correctly predicted malignant nod-
ules; False-Positive (FP) denotes the number of predicted malignant nodules that
are actually benign; True-Negative (TN) represents the number of correctly pre-
dicted benign nodules; False-Negative (FN) is the number of predicted benign
nodules that are actually malignant.

Table 1. Quantitative evaluation results of proposed models and other state-of-the-art
methods on LUNA16 dataset.

Accuracy[%] Sensitivity[%] Specificity[%] Precision[%] AUC[%] F1-score[%]
HSCNN [16] 84.20 70.50 – – 85.60 –
3D CNN [29] 87.40 89.40 85.20 – 94.70 –

Multi-crop CNN [19] 87.14 77.00 93.00 – 93.00 –
Local-Global [1] 88.46 88.66 – 87.38 95.62 88.37

Deep+visual features [27] 88.73 84.40 90.88 82.09 94.02 83.23
Dual Path Networks [9] 90.24 92.04 – – – 90.45

DeepLung [35] 90.44 81.42 – – – –
NASLung [10] 90.77 85.37 95.04 – – 89.29

Our 91.25 89.10 93.39 91.59 91.25 90.19

4.2 Experimental Results

Compared with other state-of-the-art methods: We compare our pro-
posed model with state-of-the-art methods, including Multi-crop CNN [19], Vanilla
3D CNN [29], DeepLung [35], Ensemble 3D Dual Path Networks [9], and NASLung [10],
where all models use the same dataset with the same number of samples.
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The results of our proposed method and compared methods are shown in Ta-
ble 1. As it can be seen from the Table 1, our proposed model achieves the high-
est Accuracy and Precision compared with other state-of-the-art methods, which
represents our model possesses more powerful nodules representation learning ca-
pability and can classify benign and malignant features accurately. And MVCS
could further boost the diagnosis accuracy and justify the diagnosis process. The
results confirmed two aspects of feature learning for lung nodule classification.
First, building the dependencies correlations along both spatial and depth di-
mensions could assist the model to extract the feature representation. Second,
absorbing the global spatial contextual information could further improve the
performance of the model.

Table 2. Quantitative evaluation results of 3D ResNet with various configures on
LUNA16 dataset (the 5th fold).

Accuracy[%] Sensitivity[%] Specificity[%] Precision[%] AUC[%] F1-score[%]
Baseline 82.61 83.78 81.82 75.61 82.80 79.49
SANet 85.87 78.39 90.91 85.29 84.63 81.69

*VSANet 86.96 83.78 89.09 83.78 86.44 83.78
DANet 88.04 91.89 85.45 80.95 88.67 86.08

MVCSNet 92.39 94.59 90.91 87.50 92.75 90.91

Effectiveness analysis using MVCS: To demonstrate the effectiveness of
the proposed MVCS, we analyze the influence of each part on the classification
results by adding the split MVCS module inside the base network. Three other
baseline methods and one vanilla self-attention based method are included as
follows ( Notably, in this section, we use the 5th fold as the testing dataset and
all the other folds as the training dataset.):
(1) 3D ResNet (baseline): The classification is achieved by directly using 3D
ResNet without attention mechanism. The classification results as a baseline.
(2) 3D ResNet + Spatial Attention (SANet): Different from (1), here the classi-
fication is acquired by inserting Spatial Attention into 3D ResNet.
(3) 3D ResNet + Dimensional Attention (DANet): Dimensional Attention is in-
serted into 3D ResNet for evaluating the effectiveness of Dimensional Attention.
(4) 3D ResNet + MVCS (MVCSNet) : Our proposed model.
(5) 3D ResNet + Vanilla Self-Attention (VSANet) : To compare the effectiveness
of the self-attention module, we also insert the vanilla self-attention module
which directly flattens the feature maps to model long-range interactions and
spatial relationships into ResNet3D.

The Table 2 lists the classification performance of the methods described
above. From the Table 2, we can notice that the innovations in our framework
bring significant enhancements. The baseline (3D ResNet) has a poor perfor-
mance. The major reason is that the typical convolution block construed by
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stacked convolution layers cannot fully learn nodules’ representation. The spatial
attention module assists the baseline model to obtain a 3.26%, 9.09%, 9.68%,
1.83% and 2.20% improvement on Accuracy, Specificity, Precision, AUC and
F1-Score, respectively. When utilizing dimensional attention, the Accuracy, Sen-
sitivity, Specificity, Precision, AUC and F1-Score achieve 5.43%, 8.11%, 3.63%,
5.34%, 5.87% and 6.59%, respectively. Those improvements proved the effective-
ness of the two attention modules in modeling long-range dependencies among
pixels and capturing global and significant contextual information. What’s more,
when using these two modules in combination, the Accuracy, Sensitivity, Speci-
ficity, Precision, AUC and F1-Score are increased by 9.78%, 10.81%, 9.09%,
11.89%, 9.95% and 11.42% due to the multi-view information adaptive fusion.
Above extensive experiments with promising results reveal the power of the
MVCS module and its significance in improving the performance of the model.

Meanwhile, in this section, we also compare the effectiveness of the vanilla
self-attention module with our proposed MVCS. From Tabel 2, we can notice
that both the vanilla self-attention module and MVCS module could improve the
performance of ResNet. Specifically, the vanilla self-attention module assists the
baseline model to obtain a 4.35%, 7.27%, 8.17%, 3.64% and 4.29% improvement
in Accuracy, Specificity, Precision, AUC and F1-Score, respectively. Compared
with the vanilla self-attention module, MVCS obtains a higher improvement,
5.43%, 10.81%, 1.82%, 3.72%, 6.31% and 7.13% in Accuracy, Sensitivity, Speci-
ficity, Precision, AUC and F1-Score, respectively. And from the Tabel 2, we can
notice that SANet obtains a similar performance to SANet, which proves that
vanilla self-attention ignores the correlations along depth dimensions, and ab-
sorbs the global spatial contextual information from the depth dimension could
improve the performance of the model. Additionally, those results confirmed
three aspects of feature learning for lung nodule classification: 1) extracting the
correlations along spatial and depth dimensions is advanced in nodule features
learning. 2) the improvement over the vanilla self-attention module could be
explained that exploiting the relation between depth dimensions is also signifi-
cant. 3) less memory consumption and computational complexity are advanced
in improving the performance of the model.

Memory consumption and computational complexity: In this section,
we compare our proposed MVCS with the vanilla self-attention module in the
memory consumption and computational complexity. Given an input data X ∈
RD×H×W×C with size D ×H ×W × C, the per-layer complexity of the vanilla
self-attention module is O(D2H2W 2C) and the attention matric size is DHW ×
DHW . The per-layer complexity of three views inside the MVCS is O(D2H2C),
O(D2W 2C), O(H2W 2C) and the attention matric size is DH × DH, DW ×
DW , and HW × HW , respectively. We can notice that our proposed model
significantly reduces memory consumption and computational complexity.
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5 Conclusion

In this paper, we propose a Multi-View Coupled Self-Attention module to assists
the CNNs based models to break the limitation brought by the size of the recep-
tive field inside the convolutional layer. In specific, two types of self-attention
mechanisms are designed to investigate the relationship between spatial atten-
tion and dimensional attention, and a view-complementary manner is proposed
to model both local and global spatial contextual information. The proposed
model solves two challenges in self-attention: 1) builds the dependencies merely
by computing the correlations along spatial dimensions and ignoring the relation
between depth dimensions; 2) huge memory consumption and high computa-
tional complexity in 3D medical image data. Additionally, our proposed module
can be easily integrated with other frameworks. By adding the proposed module
into 3D ReseNet, we build a nodule classification network for nodules’ malig-
nancy evaluation. The nodule classification network was validated on a public
dataset LUNA16 from LIDC-IDRI. Extensive experimental results demonstrate
that our proposed model has performance comparable to state-of-the-art ap-
proaches.
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