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Abstract. Motions in videos are often governed by physical and bio-
logical laws such as gravity, collisions, flocking, etc. Accounting for such
natural properties is an appealing way to improve realism in future frame
video prediction. Nevertheless, the definition and computation of intri-
cate physical and biological properties in motion videos are challenging.
In this work, we introduce PhyLoNet, a PhyDNet extension that learns
long-term future frame prediction and manipulation. Similar to PhyD-
Net, our network consists of a two-branch deep architecture that explic-
itly disentangles physical dynamics from complementary information.
It uses a recurrent physical cell (PhyCell) for performing physically-
constrained prediction in latent space. In contrast to PhyDNet, Phy-
LoNet introduces a modified encoder-decoder architecture together with
a novel relative flow loss. This enables a longer-term future frame pre-
diction from a small input sequence with higher accuracy and quality.
We have carried out extensive experiments, showing the ability of Phy-
LoNet to outperform PhyDNet on various challenging natural motion
datasets such as ball collisions, flocking, and pool games. Ablation stud-
ies highlight the importance of our new components. Finally, we show an
application of PhyLoNet for video manipulation and editing by a novel
class label modification architecture.

Keywords: Deep Learning · Physical Motion · Long-Term Video Pre-
diction.

1 Introduction

Real-world videos often depict the natural motions and dynamics of objects and
their interactions. These motions are typically governed by the physical and bio-
logical laws of nature. Accounting for such natural properties is an appealing way
to improve realism in future frame video prediction. Nevertheless, the definition
and computation of intricate physical and biological properties in motion videos
are challenging. Thus, a key problem is to design video prediction methods able
to represent the complex dynamics underlying raw data.

⋆ This research was partially supported by the Lynn and William Frankel Center for
Computer Science at BGU.
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Video forecasting consists of predicting the future content of a video con-
ditioned on previous frames. In this context, a key problem is to design video
prediction methods able to represent the complex dynamics underlying raw data.
In this work, we focus on unsupervised video prediction of complex motions and
interactions, typically governed by physical or biological laws. Our datasets lack
of semantic labeling forces the network towards predicting motions only from
domain knowledge in an unsupervised manner.

We introduce PhyLoNet, a PhyDNet [21] extension that learns long-term
future frame prediction of natural motions and their manipulation. In our ex-
periments, we explore natural motions and interactions such as bird flocking
motions, multiple ball collisions, and different movement behaviors. We model
the motion dynamics by incorporating our deep learning framework with PDE
modules and a motion-aware loss. Thus, we account for physical, biological,
and in general high-order priors in the motion video. Essentially, our method
builds upon the two-branch PhyDNet architecture which allows disentangling
the physical properties of a motion video from other factors in a latent space.
We introduce a novel relative flow loss (denoted RF-loss) which together with a
customized deep network architecture yields a significant improvement in future
frame prediction of complex motions and interactions. We also extend our neu-
ral network design to accomplish future frame manipulation besides the classical
prediction task. Thus, we incorporate motion targets and paths as additional
class labels and channels in the network architecture. We show that at test time,
it is possible to adjust class labels on the fly, by doing so we allow editing and
controlling of the video prediction sequence. In our experiments, we show that
our model is able to predict future frames with significantly higher accuracy than
PhyDNet and produce state-of-the-art results. We also show an application of
our framework for video completion and editing. To summarize our work makes
the following contributions:

– We introduce a novel relative flow loss (RF-loss) that accounts for the com-
plex motion dynamics in the video and significantly improves prediction
accuracy and quality.

– We introduce PhyLoNet architecture which modifies PhyDNet architecture
for improved long-term predictions and domain generalization.

– We extend PhyLoNet to allow video editing through on-the-fly prediction
manipulation and control.

2 Related Work

Predicting the next frame of a video has received growing interest in the com-
puter vision community over the past few years. Recent works have managed
to achieve state-of-the-art performances using deep neural networks for next-
frame video prediction tasks. Sequence to sequence LSTM and Convolutional
variants [42, 44] are the core of many similar studies [9, 59]. Further works ex-
plore various Recurrent Neural Network (RNNs) [31, 52–55] and 2D/3D Con-
vNets [4, 28,39,51] architectures.
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This task becomes even more challenging when facing high-dimensional im-
ages, therefore predicting the geometric transformations between frames [3,9,60]
or using their optical flow [22–24, 27, 34] reduce substantially the complexity of
image generation. This approach is usually effective for single frame predic-
tion [11], where it aims to predict the future frame according to the whole infor-
mation within a frame as one representation, but it fails when predicting frames
for the long-term. Another approach for handling high-dimensional inputs is by
disentangling independent factors of variations in order to apply the prediction
to lower-dimensional representations [8, 18,55].

Relational reasoning which is often implemented with graphs [2,17,32,40,45]
accounts for basic physical laws, e.g. drift, gravity, spring [30,56,57]. Still, these
methods fail for general real-world video forecasting.

A promising line of work focuses on disentangling approach which factorizes
the video into independent components [6, 10, 13, 48, 50]. Some works disentan-
gles content and motion [13, 50, 58] while others disentangle deterministic and
stochastic factors [6]. [51] propose a generative adversarial network for the fu-
ture frame prediction based on foreground-background mask disentanglement.
Another foreground-background disentanglement approach is to use segmenta-
tion masks [29] extracted from a semantic segmentation network and use it to
increase the attention over each instance individually [58].

Physics and PDEs. Exploiting prior physical knowledge is another appeal-
ing way to improve prediction models. Solving PDEs with DNNs [35,36,41] has
grown a lot of attention in recent years, more specifically, a connection between
PDEs and CNN’s [25, 26] shows that it is possible to learn filters that resem-
ble set of differential orders, combining them with temporal based DNN’s like
LSTM [43] significantly improves physical dynamics prediction in latent space.

Some works [21,33,61] find physical models insufficient and propose to com-
bine physical models with data-driven models in order to achieve all the data
within a frame. [1] approach uses multiple physical models in order to extract dif-
ferent physical properties, those models are controlled by a Transformers [7, 49]
network which implements the Mixture of Experts concept for selecting the best
physical models that represent the video dynamics the most.

Leveraging physical knowledge is not enough for general video forecasting.
Despite the fact that it can learn a broad class of PDEs, there are a lot of
domains where this physical prior might not fit.

Dedicated Loss. Dedicated loss functions [5,12] and the ability of Genera-
tive Adversarial Networks to generate high-quality frames [20,28,51] have been
investigated. However, combining GANs with prior information, such as physical
models, remains an open topic for research.

In this work, we design a novel motion loss that is based on optical flow and
denoted as Relative Flow Loss (RF-loss). The main advantage of deep optical
flow is its differentiability trait, it allows utilizing it in deep neural networks as
a loss that relates directly to the object’s speed and direction. In our context,
we use our RF-Loss to track and differentiate an object’s motion distortion in
an unsupervised manner.
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Fig. 1: The Phy-
LoNet architecture.
An image frame is
first encoded into
a latent vector ht,
transferred into the
PhyCell and Con-
vLSTM cells whose
outputs are summed
and decoded into
the next frame.

Fig. 2: The unrolled PhyLoNet architecture.

Recent works show that it is possible to compute the optical flow using various
DNN architectures [14,15,37,46]. These are mostly based on pyramid structures
that learn different order filters which enable to capture of different receptive
fields. Another approach is based on recurrent units and per-pixel features [47].

3 Technical Details

In this work, we focus on learning long-term motion video prediction and manip-
ulation of future frames. Our PhyLoNet network is based on PhyDNet [21]. The
network consists of a two-branch deep architecture that explicitly disentangles
physical dynamics from unknown complementary information (see figure 1). One
branch is built from ConvLSTM cell in order to retain the residual information
within a video. The second branch is built from a Physical cell (PhyCell) that
aims to learn the physical dynamics for long-term predictions using the deep
Kalman mechanism. In contrast to [21] we customize the encoder-decoder archi-
tecture and remove skip connections in order to allow more accurate and longer
predictions. Similar to [21] we use an image moment loss and MSE loss between
the ground-truth and the model’s prediction. The third loss is our novel relative
flow loss which also allows more accurate and longer predictions.
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3.1 PhyLoNet network

PhyLoNet is trained over raw video frames in an unsupervised way. In our case,
we experiment with motion videos of bouncing and colliding balls, bird flocking,
and a pool game. The network trains in an unsupervised manner on raw motion
videos of a specific motion domain without any semantic knowledge or labels.

Figure 2 presents an overview of the unrolled architecture of our network.
The PhyLoNet architecture is described in figure 1. The physical cell learns the
PDEs underlying our dynamics domain where each filter approximates PDE co-
efficients of different orders. Image moments are used to better approximate the
PDE coefficients. Both prediction h

′

t+1 and observation ut (the encoded ground
truth frame) are inserted into a deep Kalman filter [19] for both estimation
improvement and long-term predictions.

The encoder-decoder architecture in PhyLoNet is different than PhyDNet.
Instead of using a U-Net based encoder-decoder [38] which relies heavily on the
skip-connections for generating future frames, we use simple CNN based encoder-
decoder [62] without any skip connections. This approach allows a generation
with more flexibility from the latent vector.

Nevertheless, removing the skip connections might result in poor frame qual-
ity. In order to preserve the perceptual information in the video and increase the
frame quality, we use the perceptual loss as presented in [16]. The perceptual
loss is based on a pre-trained VGG-16 network and constructed as follows:

Lperceptual = α · Lcontent + β · Lstyle (1)

Lperceptual is the perceptual loss, Lcontent and Lstyle are the content and style
loss controlled by the coefficients α and β respectively.

Lcontent =
∑
l∈Fc

||Pl(G)− Pl(P )||22 (2)

Lstyle =
∑
l∈Fs

||ψl(G)− ψl(P )||2F (3)

Pl defines the feature vector of layer l extracted from VGG-16 network, G is
the ground-truth frame and P is the prediction frame. ψl is the Gram matrix of
feature vector l and F stands for Frobenius distance. Fs and Fc are the style and
content layers from the VGG-16 network. The intuition behind the perceptual
loss is to extract the style and content features from a pre-trained network
instead of using hand-crafted labels, by doing so, the training process remains
unsupervised.

3.2 Relative Flow Loss

Let [g1, g2, ...gN ] be the ground truth frame sequence and Let [p1, p2, ...pN ] be
the predicted frames sequence (see Figure 3). OF is the optical flow, which is
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Fig. 3: The relative flow loss (RF-Loss) illustration. The loss measures the flow
between the ground truth motion frames (g2-g4) and the predicted motion
frames (p2-p4).

the pattern of apparent motion. The optical flow is a 2D vector field where each
vector is a displacement vector showing the movement of points from the first
frame to the second. The relative flow loss is defined as the optical flow between
corresponding ground truth and predicted frames along the video sequence. This
is an effective loss in the unsupervised learning process since frames lack any
semantic annotations and labels.

In the traditional optical flow loss (OF-loss), the optical flow is calculated
between two consecutive frames:

Lof =

N−1∑
t=1

||OF (gt, gt+1)−OF (pt, pt+1)||2 (4)

In contrast, RF-loss is calculated as follows:

Lrf =

N∑
t=1

|OF (gt, pt)| (5)

where the optical flow is calculated by the RAFT network [47] and N is the
number of predicted frames.

The motivation behind the relative flow loss is to increase the penalty for
frames with objects that deviate from their original route at further time steps.
Standard optical flow loss is focused locally on two consecutive images and mea-
sures the directional differences and deviations. Instead, the relative flow loss
measures the prediction error between pairs of ground truth and the correspond-
ing predicted frame. Thus, instead of measuring pixel-level differences locally,
our loss accounts for global deviations and motions between ground truth and
predicted frames. Figure 3 illustrates the RF-loss calculation. Blue/orange balls
refer to corresponding (w.r.t. time step) GT/predicted frames respectively. We
calculate at each time step the optical flow between ground truth and predic-
tion, then we take the absolute value as the RF-loss, which resembles the global
motion structural error between the frames.

3.3 Video Manipulation

Video manipulation refers to the ability to influence the predicted motion inside
the video. To achieve this, we allow our network to obtain class labels along
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Fig. 4: The label constrained PhyLoNet. The class 1 label is fed for video pre-
diction editing.

the prediction process that are concatenated to the frames. See Figure 4 for the
network architecture.

Manipulating the video toward the desired class requires assimilating a label
into the frame representation. LSTMs do not accept all frames at once, instead, it
performs an iterative feeding of the previous states while keeping a ”memory” of
the important parts of each hidden state. Therefore, in order to create substantial
assimilation of the label, we embed the class label in the same shape as the image
and concatenate it to the image. The encoder then accounts for both the label
and the image when encoding them together into the latent space.

In Figure 4 we illustrate the PhyLoNet architecture for video manipulation.
First, we embed our desired class label and reshape it into our image dimension,
then we perform the concatenation and forward it to the PhyLoNet for the next
frame prediction. The embeddings are for both the input and prediction phases.

3.4 Loss Functions

Figure 1 presents in red blocks the loss functions at time step t. The total loss
function of our network is defined as

Ltotal = γ · Lmoment + δ · Lperceptual + ϵ · Lrf (6)

Where Lmoment is the image moment loss, Lperceptual is the perceptual loss,
and Lrf is our proposed relative flow loss. We set γ, δ, ϵ to be 1, 1 and 0.00005
respectively. The coefficients α and β in LPerceptual are set to 0.1 and 0.05.

4 Results

We have run several video prediction and manipulation experiments, compar-
isons, and ablation studies to evaluate our network. To generate a ground truth,
we have generated motion video datasets using various simulations. Then, we
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trained our network for each motion video dataset on an RTX-2080 GPU and
predicted future frames. In the video manipulation experiments, we trained on
a GTX-1080 GPU. All models in experiments are trained with a batch size
of 4 and image size of 128x128 except the experiment of Sin-Moving-Ball-
Labeled dataset which has a batch size of 8 and image size of 64x64. We used
an Adam optimizer with a learning rate of 1e − 4. Our code is available at
https://github.com/nirey10/PhyLoNet.

4.1 Datasets

We have generated the following synthetic datasets for our experiments.
Ball-Collisions - The data is generated by the Unity physics engine. Each

video consists of 3 balls at random positions within a solid bounding frame.
Each ball is initialized with a random speed vector. Balls are moving upon a
fraction-less surface, which means no energy loss. This Dataset consists of 1800
training videos and 200 test videos. Each video is composed of 30 frames.

Moving-Ball-Labeled - This dataset consists of labeled videos of 3 cate-
gories, go-left, go-middle, and go-right. Each category consists of 300 videos of 30
frames each. Videos in each category depict random routes towards the desired
target from different camera angles and for 3 different balls.

Sin-Moving-Ball-Labeled - This dataset is similar to the Moving-Ball-
Labeled dataset with one main difference regarding the ball motion. Specifically,
we introduce specific motion characteristics for each label. In the go-left, balls
have a straight movement behavior, in the go-middle label, balls have a small
sinus amplitude in their movement, and in the go-right label balls have a big
sinus amplitude movement behavior.

Flocking - The flocking dataset consists of a simulation of 30 birds moving
around as a flock based on swarm optimization. Flocking is simulated using the
Pygame library. This dataset contains 1800 videos for training and 200 for test.
Each video is composed of 100 frames.

Pool - The Pool dataset consists of a simulated pool game. The data is
generated by the Unity engine. It consists of 2000 videos of 30 frames each
separated into 2 classes. Class 0 represents ”miss” and class 1 represent ”score”.
The black ball is the cue ball and the blue ball (target) is placed randomly in
front of the cue ball. The pot is an orange rectangle surrounded by walls on each
side. The videos consist of various ball initializations in term of position, speed,
and heading degree.

4.2 Ball Collisions

The ball collision dataset demonstrates physical dynamics and collision inter-
actions between balls, surrounded by solid frames, and other balls. In this ex-
periment, the system obtains 5 frames as input and then predicts the next 100
frames.

Figure 5 shows prediction comparisons between PhyDNet (top) and Phy-
LoNet (bottom). Figures show several predicted frames overlayed on top of each
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Fig. 5: Three balls colli-
sion prediction compari-
son. Frames 5-25 demon-
strate short-term ball mo-
tion before and after the
collision, while frames 100-
105 show long-term pre-
diction.

Fig. 6: Demon-
stration of
the PhyDNet
and PhyLoNet
model’s gener-
alization over 2
balls collision.

other with opacity for demonstration of motion prediction. Given the initial 5
input frames, both models are able to predict ball collisions at frames 5-25. A
closer look will show that the physical dynamics are much more realistic in our
method, see the motion angle of 2 topmost balls after the collision, as well as
the ball shape conservation. Frames 100-105 show the quality differences of our
long-term prediction compared to PhyDNet, we preserve both physical dynamics
and residual information intact.

4.3 Ball Collisions Generalization

We test the generalization capability of our network. For this purpose, we create
a dataset consisting of 2 ball collision scenes and evaluate its prediction quality
over our pre-trained network that was trained on the 3 balls dataset (Ball-
Collisions dataset).

Figure 6 compares generalization of both PhyDNet and PhyLoNet on 2 balls
motion over 100 frames. As can be seen, PhyDNet generates frames with 3
balls at the very first predictions and is unable to generalize for 2 balls while
our network is able to produce high-quality and realistic results in terms of
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Fig. 7: Ball movement manipulation from ground truth route (left image) towards
the go-right target using PhyDNet (middle image) and our method (right image).

both collision dynamics and the structural preservation. Frames 80-100 show
that our generalization holds for long-term prediction as PhyLoNet predicts
realistic and high-quality ball motions while PhyDNet contains severe artifacts
and inadequate dynamics.

4.4 Video Manipulation

In order to demonstrate video manipulation, we experiment with the Moving-
Ball-Labeled and Sin-Moving-Ball-Labeled datasets. Specifically, ball mo-
tions consist of additional class labels according to the video content. Thus, given
an initial input motion sequence that relates to one of the classes, the network
aims at predicting future frames according to a different class label chosen by
the user while maintaining the consecutive path of the moving objects.

In Figure 7 the ground truth ball motion was go-left target. Taking only the
first 5 frames of the motion, PhyDNet and PhyLoNet were given also a go-right
label, in order to manipulate the network prediction.

PhyDNet was unable to manipulate the ball movement towards the right tar-
get, instead, the ball disappears in-between and comes back near the right circle
in the last frames. In contrast, our network predicted a continuous ball move-
ment towards the right target. Artifacts are due to a lack of residual connections
which reduce output quality but allow freedom in the frame generation. In ad-
dition, the sharp trajectory changes after 5 input frames indicate the powerful
control of our model.

Similarly, we demonstrate the ability to manipulate ball movement also
w.r.t. their style and not only their target. We use our Sinus-ball-Movement-
Labeled dataset in order to train on three different movement class labels:
straight, small sinus amplitude, and big sinus amplitude movements.

In Figure 8 the bold images in the diagonal are the ground-truth videos
before manipulation. Thus, we show three different samples where each sample
has a different target and style.

We then take each ground truth sample and manipulate it to a different
target (rows). Our model is able to augment the original route towards the new
destination label together with the corresponding movement style w.r.t. sinus
amplitude getting bigger as we move to the ”right” label.
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Fig. 8: PhyLoNet
video manipulation
of motion target
and style. Each row
shows a different
ground-truth la-
bel (black framed
images) and its ma-
nipulation of the
other class labels.

4.5 Flocking

In this experiment, we test video prediction, in pixel space, of flocking motions
generated by a swarm optimization. We train our network on the Flocking
dataset. In the prediction step, input for our models is solely 5 frames and we
predict the next 100 frames.

Figure 9 shows the flocking ground truth motion (left col) and a comparison
between PhyDNet (mid-col) and our network (right-col) flocking motion predic-
tion. The top row is the merged frames and the bottom row is the predicted
flocking motions emphasized by colored vectors.

PhyDnet was unable to predict accurate flocking behavior such as cohesion.
The green and red motions are performing cohesion in GT but they do not
continue with the average direction in the prediction. Similarly, the blue motion
is interfered by other birds and does not continue toward the dedicated target.

In contrast, our model predicts accurate cohesions for all 3 cases in this scene
while keeping the speed and average heading intact.

4.6 Pool

We present another video manipulation experiment on our Pool dataset. The
data consists of pool ball interactions labeled with ”score” and ”miss” categories.
We then feed the model with 5 frames as input and predict the next 25 frames
according to the desired label category as given by the user.

Figure 10 demonstrates manipulation results for a pool ball after its collision
with the cue ball. The orange rectangle is the ”pot” surrounded by 2 solid walls
on each side. Left-to-right, starting from an initial setup the blue ball does not
move until the collision occurs, the initial cue ball’s movement is demonstrated
using an arrow. The original GT ball ”miss” movement is shown (mid-left) fol-
lowed by PhyDNet (mid-right) and PhyLoNet (right) ”score” manipulation.
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Fig. 9: Flocking motion prediction. Left-column is the GT motion, PhyDNet
prediction is middle-column and our PhyLoNet prediction is right-column.

Fig. 10: Demonstration of a ball’s route change towards the class label ”score”.
The original class label of the sample is ”miss”.

Our model is capable of manipulating the original scene towards our desired
label, it augments the ball’s route directly to the orange ”pot” and produces
a ”score” labeled sample. The PhyDNet results are very similar to the ground
truth and the model is unable to manipulate the video toward our desired class.

4.7 Moving-MNIST Comparison

Table 1 presents quantitative results of PhyLoNet compared to other baseline
methods on the Moving-MNIST dataset. Although PhyLoNet was able to achieve
better results from most of the baselines it just arrived second to PhyDNet. There
are two major reasons for that. First, Moving-MNIST is not a dataset suited for
our network. I.e, our method focuses on motions with physical properties, which
is not the case here. Secondly, the metrics applied, MSE, MAE, and SSIM, do
not reflect the performances on future physical interactions (see chapter 4.8).
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Method MSE MAE SSIM
ConvLSTM 103.3 182.9 0.707
PredRNN 56.8 126.1 0.867
Causal
LSTM

46.5 106.8 0.898

MIM 44.2 101.1 0.910
E3D-LSTM 41.3 86.4 0.920
PhyDNet 24.4 70.3 0.947
PhyLoNet 34.5 93.5 0.921

Table 1: Quantitative results of Phy-
LoNet compared to baseline models
using Moving-MNIST dataset.

4.8 Ablation Study

We show the effect of our network architecture and our proposed loss in the ab-
lation study experiments. We refer to PhyDNet as the original architecture [21]
and PhyLoNet as our proposed architecture. The loss functions we incorporate
are the Relative Flow loss (RF-Loss) and the original Optical Flow loss as de-
scribed in section 4.2.

Relative Flow Loss For Complex Dynamics Prediction. We evaluate
the effect of our relative flow loss compared to the standard optical flow approach
and the original PhyDNet model. We perform an ablation study on the 3-ball
collision dataset. Since small deviations in collision returning angles cause large
deviations over time, we compare only the first 30 frames after the collision.

In Figure 11, we compare the performances of PhyDNet, PhyLoNet with RF-
Loss, and PhyLoNet with Optical Flow Loss models. The left graph shows MSE
error with GT. We observe that the MSE method is quite general metric and
does not reflect the performances on future physical interactions, especially for
multi-object collisions. In order to perform a better, customized evaluation of
our method performance we define a new metric that tracks each ball position
over time. The object tracking is implemented using OpenCV’s CSRT object
tracker. We compare the cumulative Euclidean distances of every ball centroid
between the predicted and ground-truth frames. In Figure 11 (right) we can see
the model’s comparison using our multi-object tracking metric.

In all metrics PhyLoNet outperforms PhyDNet, indicating the strong effect
of the encoder-decoder over long-term prediction. The RF-Loss also shows a
significant contribution to the model performance. Last, we see that RF loss
outperforms the optical flow loss for the prediction of complex physic dynamics.

Relative Flow Loss For Video Manipulation. In this study, we eval-
uate the effect of our relative flow loss on the Pool dataset which combines
both physical interactions, collisions, and video manipulation. In this context,
we evaluate the balance between accurate physical dynamics prediction and the
flexibility to perform manipulations.

Figure 12 presents two different manipulation examples. Each example is
originally labeled as a ”miss” and the red arrow marks the ground-truth motion
vector of the blue ball after the collision. The left image in each example shows
the ”score” manipulations using PhyLoNet without RF-Loss, while the right
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Fig. 11: Ablation study results for the Ball-Collision-3 dataset using two dif-
ferent metrics

Fig. 12: Two examples (separated by a line) of manipulating the ”miss” label
into a ”score” label using two different models: PhyLoNet without RF-Loss (left
image) vs. PhyLoNet with RF-Loss (right image).

image shows PhyLoNet with RF-Loss. Both models are able to manipulate the
video towards the ”score” label. Nevertheless, PhyLoNet with RF-Loss is more
faithful to the GT data and therefore the ball motion is more restricted by the
original dynamics.

5 Conclusions and Limitations

We introduce an enhanced PhyDNet design for unsupervised long-term video
dynamics prediction, the PhyLoNet. We introduce a novel loss that accounts for
complex dynamics. We also introduce a model to control and manipulate videos
by changing their class label. The results demonstrate that our model is capable
of handling complicated physical dynamics for long-term prediction. We believe
this work is the basis of further physically constrained video prediction tasks
and its contributions can be applied to more complicated motion domains.

In terms of limitations, we have tested our models only on synthetic data
with a smooth static background. This is because we aimed at focusing on the
physical and biological dynamics instead of dealing with computer vision tasks
such as FG/BG separation, background stabilization and etc. More complex
video settings and in general in-the-wild datasets are currently left for future
work.
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