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Fig. 1. MVAE [5] architecture on U-HVED [2]. (a) Full modalities scenario. (b) Missing
modalities scenarios.

Network Structure of RA-HVED. The encoder consists of multiple en-
coders for each input modality. Each encoder consists of 9 convolutional layers.
We denote Ck as a convolutional layer with k channels. M stands for max-
pooling layer. The architecture of the encoder is defined as C16, M, 2 × C16,
M, 2 × C32, M, 2 × C64, M, 2 × C128. All convolutional layers, except the
first convolutional layer with a dropout layer, follow instance normalization and
leaky ReLU (slope of 0.02). In addition, a multi-scale latent representation is
created by adding DRB to all the connections between encoders and decoders.
The decoders are divided into the reconstructor and the segmentor. Each de-
coder consists of 7 convolutional layers. The decoder has an upsampling layer
between layers to restore the resolution of the original image. Let Uk denotes
convolutional layer with k channels and trilinear upsampling layer. The archi-
tecture of the decoder is defined as U128, 2 × C128, U64, 2 × C64, U32, 2 ×
C32, C3 or C4. All convolutional layers, except the output convolutional layer,
follow instance normalization and leaky ReLU with a slope of 0.02. Except for
⋆ Corresponding author.
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the size of the output channel in the final 1 × 1 × 1 convolutional layer, the two
networks have the same structure. The discriminator has a similar structure to
patchGAN [4]. The discriminator consists of 5 convolutional layers with 4 × 4
× 4 kernels. Except for the first and last layers whose stride is 1, all other layers
have a stride of 2. The number of feature maps in each layer is 64, 128, 256, 512,
1. In the first four layers, except the last one, each convolutional layer is followed
by instance normalization and a leaky ReLU with a slope of 0.2.

Table 1. Inference time on other methods. Except for Chen et al. [1], there is no
significant difference in inference time for other methods.

Methods U-
HeMIS

U-
HVED

Chen et
al. Ours

Inference time (ms) 113.45 151.52 752.81 168.31

Table 2. Comparison of segmentation performance with respect to all 15 missing
modality scenarios on the BraTS 2018 dataset. The presence of modality is denoted by
•, and the missing of modality is denoted by ◦. All results are evaluated with a dice
score (%) and bold represents the best score in each comparison.

Available
Modalities Dice score (%)

T2 T1 F DWI U-
HeMIS

U-
HVED

Chen
et al. Ours

◦ ◦ ◦ • 38.39 38.51 36.95 47.65
◦ ◦ • ◦ 38.11 43.73 39.11 46.83
◦ • ◦ ◦ 12.76 27.47 24.35 27.92
• ◦ ◦ ◦ 36.79 38.92 36.90 38.17
◦ ◦ • • 44.76 42.94 41.05 49.76
◦ • • ◦ 38.68 43.80 42.06 48.62
• • ◦ ◦ 37.18 39.80 38.59 43.26
◦ • ◦ • 41.70 39.57 41.30 48.74
• ◦ ◦ • 45.89 46.29 44.72 51.47
• ◦ • ◦ 42.38 47.67 43.22 50.16
• • • ◦ 42.96 44.97 44.51 46.51
• • ◦ • 45.17 49.11 47.26 56.89
• ◦ • • 45.92 47.91 45.97 56.24
◦ • • • 44.63 43.88 44.46 55.25
• • • • 46.08 49.21 46.95 56.92

Average 40.09 42.92 41.16 48.29
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Results of Segmentation with missing modalities on ISLES. The seg-
mentation results for the ISLES are shown in Table 2. In most scenarios of
missing modality, our method shows better segmentation performance than pre-
vious methods. The DWI and FLAIR modalities provide meaningful informa-
tion about stroke lesions. Compared with other methods, our method achieves
high accuracy in both FLAIR and DWI. The T1 modality has less information
about stroke lesions than the other modalities. In contrast to Chen et al. [1],
our method achieves similar accuracy to U-HVED [2] even when only the T1
modality is available. In Fig 2, our method obtains more accurate segmentation
results than other methods, even when we only have the T1 modality, which
contains has relatively little information

Fig. 2. Results of Stroke lesions segmentation produced by using different methods on
the ISLES dataset. The first column is the input image of each modality, and each row
shows segmentation results with missing modalities of comparison methods.

Results of Reconstruction with missing modalities on ISLES. Fig. 3
shows the results of FLAIR image reconstruction for ISLES when the modalities
are missing. U-HeMIS [3] and U-HVED produce images that are most like the
corresponding images. However, as the number of missing modalities increases,
the internal information of the stroke lesions in U-HVED is lost. U-HeMIS and
Chen’s approach performs poorly in generating not only the inside of the stroke
lesion but also the boundary as the number of missing modalities increases.
Compared with other methods, our method can generate stroke lesions well
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because it imposes constraints on the ROI in image reconstruction even though
the number of available modalities is reduced.

Fig. 3. Image reconstruction results generated by different methods on the ISLES
dataset. The first column is the input image of each modality, and each row shows
the reconstruction results with missing modalities of the comparison methods. Ground
truth for segmentation is overlaid on T1.
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