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S.1 Additional Details on Training and Evaluation

Training Details We train our model with batch size of 12 (per GPU). The
learning rates for Gyol, Grace and Gimg are set as 0.0025, 0.002 and 0.002, re-
spectively. For the discriminators Dy, and Dy, we use learning rates 0.0002
and 0.002, respectively. The loss weights are set as A\p = 15, A;1 = 10, Amse = 1,
and Aopacity = 10. Following [912], we use the Adam optimizer to train all the
generator and discriminator networks with (81, 52) = (0.0,0.9). We train the
network for 400 epochs in total. It took about seven days to train our network
with eight Tesla V100 GPUs.

Details of Comparison with DiscoFaceGAN [5] Since DiscoFaceGAN [5]
uses the Basel Face Model (BFM) [I1] differently from the others, we establish
the following experimental setting for fair comparison with DiscoFaceGAN in
Sec. in the paper. Specifically, in the evaluation, we estimate both BFM and
DECA blendshape coefficients for each image in the FFHQ dataset. We then
use the BFM coefficients for DiscoFaceGAN to generate a synthetic image, and
estimate DECA coefficients from it. We then measure the difference between
the DECA coefficients estimated from the original FFHQ image and from the
generated image to evaluate how faithfully the facial expression in the original
image is reconstructed in the generated image.

Details on the Multi-View Consistency (MV) Metric Fig. illustrates
the evaluation process for multi-view consistency in Sec. in the paper. To
measure multi-view consistency, we first render nine images by rotating the view
direction from left to right. Then, we obtain five reference images by sampling
every other image, and reconstruct the other four in-between view images using
IBRNet [17] with the reference images. We finally evaluate the difference between
the reconstructed images and the original in-between view images in PSNR to
measure the multi-view consistency.
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Fig. S1. Evaluation process for multi-view consistency. From five reference images
generated by our method (top row), we reconstruct four in-between views using IBRNet
[I7] (middle row). The reconstructed results are compared with their corresponding
targets, again generated with our method (bottom row).

Fig. S2. Results with m-GAN as the neural volume generator. Our Exp-GAN is less
sensitive to the choice of the backbone for the neural volume generator.

S.2 Additional Ablation Study

Different Backbone for Neural Volume Generator Fig. [52] shows the
results when Exp-GAN uses 7-GAN [3], instead of EG3D [2], as a backbone for
the neural volume generator. As Fig. [S2)shows plausible results with m-GAN, we
empirically show that Exp-GAN is not tightly coupled with EG3D [2] but can
be incorporated with any 3D-aware generative models.

Feature Integration Scheme We conduct an ablation study to investigate
the effect of our depth-based feature integration scheme proposed in Sec. in
the paper. To this end, we build a baseline model by replacing the depth-based
feature integration step with naive feature concatenation that merges facial and
volumetric features similarly to [IJ7]. As shown in Fig. feature concatenation
causes multi-view inconsistency, such as the inconsistent hair. Such visual ar-
tifacts with feature concatenation come from the imperfect separation of facial
and non-facial features. In contrast, our approach is able to generate more view-
consistent results as shown in Fig. [S7} Furthermore, as quantitatively reported
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Fig. S3. Limitation of naive feature concatenation in place of our depth-based feature
integration. Hair is inconsistently rendered as the camera pose changes.

Fig. S4. Results with and without camera pose conditioning. (Top row) without camera
pose conditioning. (Bottom row) our result. Without camera pose information, eyes are
not correctly rendered.

in Sec. in the paper, our depth-based feature integration scheme achieves
a higher FID score than the naive feature concatenation scheme, proving the
superiority of our approach over the baseline.

Camera Pose Conditioning in the Generator Inspired by [2], we regularize
our neural facial generator with camera pose conditioning, as described in Sec.
in the paper. Fig. [S4] shows the effect of camera pose conditioning in our
model. The ablation of camera pose conditioning improperly handles the biases
that correlate camera poses and eye gazes, causing artifacts around the eyes.

S.3 Additional Results

Parameter Control Figs. [S5] [S6] [S7] and [S§ show examples of interpolating
facial expression coefficient 3, facial shape coefficient «, camera pose, and latent
vector z, respectively. Notice that our method can independently and explicitly
interpolate each parameter while disentangling the other attributes. Another
interpolation example that simultaneously controls expression and camera pose
is shown in Fig. [S9] which demonstrates that our method can control several
parameters smoothly and independently.
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Fig. S5. Facial expression coefficient interpolation. The expression coefficients are in-
terpolated from neutral to smile.

Fig. S6. Facial shape coefficient interpolation.
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Fig. S8. Latent vector interpolation. Our method keeps facial shapes and expressions
the same between interpolation results.
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Fig. S9. Expression and camera pose control. (x-axis) camera pose;

expression.
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Fig.S10. COLMAP [I3I14] reconstruction examples. In these examples, we generate
two sets of 128 images of the same identity with different facial expressions (neutral for
the first row and smile for the third row). The second and fourth rows show point clouds
reconstructed from the images on the first and third rows, respectively. The points
clouds are rendered in different view points to show the quality of the reconstructed
3D structure. As shown in the examples, thanks to the view consistency of our results,
the point clouds are successfully reconstructed.

3D Reconstruction from Generated Images To further verify multi-view
consistency of our method, we also run COLMAP [I3I14] to extract 3D point
cloud from the rendered images, as done in [2]. Fig. shows an example;
3D reconstruction can be successfully performed from the generated images,
indicating that our method generates images in a view-consistent way, while
supporting control over facial expressions.

Facial Reenactment Similarly to [I6JI8], our method can be used for facial
reenactment. Given an input video, we extract camera pose and blendshape coef-
ficients from each frame of the video and generate images with the extracted pa-
rameters. Fig. shows examples of facial reenactment. Different from [T618],
our Exp-GAN is able to freely generate facial avatars from random latent vectors.

Single-view reconstruction with GAN inversion Fig.[S1I]shows examples
of single image 3D reconstruction. Similar to [2], we use the pivotal tuning inver-
sion (PTI) [12] to fit input images into our network. We extract all the condition
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Fig. S11. Examples of GAN inversion. From left to right: input image, depth map of
the reconstruction, reconstructed image, rendered images with different camera pose
and facial expression.

N &

Fig. S12. Additional examples of GAN inversion. From left to right: input image, re-
construction result, rendered from two different camera poses. Images in FFHQ dataset
are reconstructed.

parameters p required for our network from the input image by using DECA [6].
Fig. show additional examples of GAN inversion. We reconstruct 3D avatar
from a single input image, then change camera pose and expression.

Comparisons with StyleRig [15] StyleRig [15] presents facial attribute edit-
ing over pretrained StyleGAN’s intermediate latent space VW with rig-like con-
trols. Inheriting the limitations of StyleGAN, StyleRig shows limited view con-
sistency. Also, as discussed in Sec. 8.2 in [I5] and Fig. 6 of [I5]’s supplementary
material, it struggles synthesizing asymmetrical facial expressions, as StyleRig
hardly handles the bias in the distribution of expressions in the training dataset.
In contrast, Exp-GAN provides plausible results in the cases of asymmetrical
facial expressions which are rare in the FFHQ dataset [8], as shown in Fig.
Notice that Exp-GAN synthesizes natural asymmetrical facial expressions
around the mouth and eyebrows using 3DMM-controlled blendshape coefficients.
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Fig. S13. Our Exp-GAN can synthesize facial expressions that are rare in the training
dataset [8]. (1st column) neutral expression as a baseline, (2nd column) pouty mouth,
(3rd-5th columns) asymmetrical facial expression around the mouth and eyebrows.
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Table S1. Ablation study of the loss terms using the view direction trick [10]. The
scores in the parentheses are those of Table[I]in the paper.

FID| | BS| | MVt | IDt
Ours (full) | (7.44) | (0.05) | 23.98 (23.84) | 0.642 (0.622)
w/o blendshape coeff. reg. | (8.90) | (0.10) | 26.05 (25.93) | 0.764 (0.723)
w/o LSk (12.08) | (0.05) | 23.64 (23.30) | 0.641 (0.628)
W/0 Lopacity (10.53) | (0.05) | 24.08 (23.96) | 0.624 (0.617)

Comparisons with Sof GAN [4] Although SofGAN [4] is not designed for
expression controls, we can evaluate how SofGAN well reflect expressions in
generated image, as follows. We extract the samples of blendshape coefficients
from the FFHQ dataset, as described in Sec. [I.1]in the paper. Then, we use the
mask images of FFHQ [4] for the Rendered Segmaps of SofGAN to synthesize
output images. Next, we re-estimate blendshape coefficients from the output
images. We finally measure the BS metric, which is the mean squared distance
between input and re-estimated blendshape coefficients. In experiments, we ob-
tained the BS score of 0.08 for SofGAN, which is worse than ours (see Table [I]in
the paper).

SofGAN [4] shows limited view consistency as well as a texture sticking prob-
lem. Although SofGAN generates a volumetric semantic occupancy field (SOF),
the Rendered Segmap of SOF, obtained by volume ray casting, is a semantic
class map with discrete class labels. As a result, Rendered Segmaps between
coherent viewpoints cannot contain the coherently projected 3D features in the
image space that are crucial to obtain view consistency. For the multi-view con-
sistency of Sof GAN we obtained the MV score of 22.332, which is worse than
ours (see Table [1]in the paper).

View Direction Trick We can use the view direction trick proposed in [10]
to obtain better metric scores, as shown in Table Specifically, during the
inference time, we use the camera pose fixed to the frontal view for the neural
face and volume generators for better identity consistency. Then, we render an
image for the input camera pose at the image synthesis module. Table [S1|shows
slightly better MV and ID scores in all ablation settings, compared to Table [2|in
the paper. FID and BS scores in Table are identical to those in Table [2] in
the paper, since they are not measured with changing view directions. To clearly
report the 3D-awareness of our Exp-GAN, all generated images and metric scores
in the paper and the supplementary material are provided without using the view
directional trick.

S.4 Uncurated Results and Videos

Fig. shows uncurated results. We also provide a set of videos to further
demonstrate our Exp-GAN in the project page.
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Fig. S14. Facial reenactment. (Top row) reference video frames; (second row) rendered
face meshes visualizing blendshape coefficients and camera poses; (third to last rows)
generated facial avatars.
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Fig. S15. Uncurated examples generated with latent vectors z randomly sampled with
random seeds [0, 6]. While the camera pose changes, facial expressions of each example
are controlled as (1st column) neutral, (2nd column) smile, (3rd column) open mouth,
(4th column) half-open mouth, and (5th column) frown, respectively.
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