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1 Dataset Pre-Processing

The garment mesh template in CLOTH3D [2] is designed for T-pose body with
shape β ̸= 0. To transform it back to the body with neutral shape (β = 0),
for each garment vertex vg, we first find its closest body vertex vb and get
the corresponding shape displacement Bs(vb, β) from SMPL [4], and then vg is
replaced by the new position vg −Bs(vb, β), which gives us the garment on the
neutral body. We also apply a Laplacian operator with λ = 0.2 afterwards to
smooth the transformed garment.

2 Weight coefficients

Following [6], we use λgrad = 0.1 and λreg = 0.001 in Eq. 2. In Eq. 11, we use
λdeform = 1, λinterp = 0.1 and λorder = 0.01. When the values of λinterp and
λorder are too large, the deformation accuracy decreases because of the trade-off
between loss terms. Moreover, using a larger value for λinterp does not prevent
interpenetration around the armpits as shown in the main paper Fig. 7(c) since
arms can get very close to the body for some poses and self-collision can even
happen on the GT body mesh as illustrated by Fig. 6(a).

3 Additional Evaluation

3.1 Examples of Reconstruction

In Fig. 1 and 2, we show some samples of shirts and trousers reconstructed by
our SDF model.
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Fig. 1. The samples of shirts reconstructed by our SDF model.

Fig. 2. The samples of trousers reconstructed by our SDF model.

3.2 Ablation Study of Lorder

In Table. 1, we compare the deformation results for our models trained with
and without Lorder. Using Lorder can decrease the deformation accuracy but
the margin is small. Considering the efficacy of Lorder in resolving garment self-
intersections as illustrated in Fig. 4(b) of the main paper, it is still necessary for
us to have it for the better visual quality.

Shirt CD (×10−4) NC (%) IR (%)

w/o Lorder 2.62 87.3 1.0
w/ Lorder 3.78 84.7 1.5

Table 1. The evaluation results of our deformation models trained w/ and w/o Lorder

on test sequences.
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Fig. 3. The skinning results for the ground-truth trousers (left) and the SDF recon-
structed trousers (right). Since the input of DeePSD should be the point cloud of the
mesh template, we only evaluate it with the unposed ground-truth mesh. Compared to
DeePSD and SMPLicit, our method can produce more realistic details and have less
body-garment interpenetrations.

3.3 Qualitative Results of Deformation

In Fig. 3, we show the deformation results of DeePSD [1], SMPLicit [3] and ours
for the trousers. Similar to the results on shirts, our method outperforms the
baselines and shows more realistic details and less body-garment interpenetra-
tions.

Fig. 4 shows the interpolation of the body shape with the same shirt. No-
tice that our method can produce reasonable deformation results for bodies with
fat/slim and short/tall figures. Fig. 5 shows the draping results of different shirts
(randomly generated by our SDF model) on body in different shapes. The re-
constructed shirts have different styles and lengths, but our model is still able
to produce natural dynamics for them.

Fig. 4. The draping results of the same shirt on body with different shapes.
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Fig. 5. The draping results of different shirts, randomly generated by our SDF model,
on body with different shapes.

3.4 The Accuracy of Body Reconstruction

We conducted an experiment to measure the accuracy of body reconstruction.
We use the data from CLOTH3D [2] since it has the ground-truth body and

garment mesh. We run [5] to estimate the SMPL parameters β̂ and θ̂ for the
input image, and use them as the initial values for β and θ to perform the
optimization of Eq. 15. We use Mean Vertex Error (MVE) to measure the error
between the ground-truth body mesh and the reconstruction. The MVE of the
initial body estimated by [5] is 127.2mm, while the MVE of our recovered mesh
is 43.2mm. This demonstrates that our optimization can correct inaccuracies in
the initial body mesh.

4 Limitations

(a) (b) (c)

Fig. 6. (a) Self-collision on body mesh (red circles). (b) A fitting example with inac-
curate recovery of dress and pose due to the absence of dress in the training data and
depth ambiguity. (c) Noisy segmentation result of [7].

Body-garment interpenetration can happen around armpits due to the small
distance between arms and the body under specific poses (Fig. 6(a)). The per-
formance of our model is a function of the mesh data used in training, so it is
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hard for us to recover the garment type not included in the training set (e.g.,
dress as Fig. 6(b)). Besides, our fitting strategy requires segmentation masks
estimated by the segmentation algorithm (e.g., [7]), which can fail under chal-
lenging scenarios and is not able to resolve depth ambiguity for pose as shown in
Fig. 6(b) and 6(c). In the future we plan to address interpenetration at armpits
by operating in coordinates relative to the underlying SMPL template and depth
ambiguity by considering multi-view or depth observations.
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