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In this document, we provide additional visualization results, the network
architecture of SymmNeRF as well as limitations and failure cases.

1 Additional Visualization Results

In this section, we provide additional qualitative results of the main paper.

1.1 Qualitative Comparisons on the ShapeNet-SRN Dataset

As shown in Fig. 1 and Fig. 2, compared with SRN [6] and PixelNeRF [8],
our method can synthesize more photo-realistic and reasonable novel views with
fine-grained details close to ground truths.

1.2 Novel View Synthesis on the ShapeNet-SRN Dataset

We further provide more visualization of novel view synthesis results in Fig. 3
and Fig. 4. As can be seen, SymmNeRF can always synthesize photo-realistic and
reasonable novel renderings from totally different viewpoints. With the help of
the symmetry priors and the hypernetwork, SymmNeRF accurately recovers the
geometry information and texture details despite the occlusions in the reference
view.

1.3 Generalization Results on Real-World Datasets

Here we provide additional generalization results on the real-world Pix3D [7] and
Stanford Cars [3] datasets in Fig. 5 and Fig. 6. Compared with PixelNeRF [8],
SymmNeRF can effectively infer the geometry and appearance of real-world
chairs and cars.
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1.4 Qualitative comparisons on the ShapeNet-NMR dataset under
the category-agnostic single-view reconstruction setting

We provide additional qualitative comparisons on the ShapeNet-NMR [1,2] dataset
under the category-agnostic single-view reconstruction setting. We show in Fig. 7
and Fig. 8 that SymmNeRF outperforms other state-of-the-art methods [4,5,6,8].
This also implies that symmetry priors benefit the reconstruction of almost all
symmetric objects, and that our method can also deal with objects that are not
perfectly symmetric. This is because a few asymmetric objects are also included
in the training dataset. Our model can perceive and recognize asymmetry thanks
to the global latent code and hypernetwork. SymmNeRF therefore adaptively
chooses to utilize local features to reconstruct asymmetric objects.

1.5 Ablation Study

We also show more qualitative evaluation of different configurations of our
method on the ShapeNet-SRN [1,6] dataset in Fig. 10. The baseline model (a)
tends to render smoothly. Simply using pixel-aligned image features (b) still
fails to fully understand 3D structure. In contrast, our full model (c) reproduces
photo-realistic details from most viewpoints. The rendering quality of (d) dete-
riorates as the hypernetwork is not adopted. We have to emphasize that, only
including both the symmetry priors and the hypernetwork can accurately recovers
the geometry information and texture details despite the occlusions.

2 Network Architecture of SymmNeRF

Here we visualize the network architecture of SymmNeRF in Fig. 9.

3 Limitations and Failure Cases

Although symmetry can benefit single-view view synthesis, our method still suf-
fers from some limitations. One is that when the object is not perfectly symmet-
ric, symmetry priors may sometimes lead to erroneous rendering, see Fig. 11.
This depends on how informative the reference view is. Another one is that the
model trained on single-object scenes may not handle multiple-object scenes,
because multiple objects, as a whole, are usually asymmetric.
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Fig. 1: Additional qualitative comparisons on the “Chairs” category of the
ShapeNet-SRN [1,6] dataset. Compared with SRN [6] and PixelNeRF [8], Symm-
NeRF yields more photo-realistic and reasonable novel views with fine-grained
details close to ground truths.
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Reference SRN PixelNeRF Ours GT

Fig. 2: Additional qualitative comparisons on the “Cars” category of the
ShapeNet-SRN [1,6] dataset. Compared with SRN [6] and PixelNeRF [8], Symm-
NeRF yields more photo-realistic and reasonable novel views with fine-grained
details close to ground truths.
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Fig. 3: Additional novel view synthesis results on the “Chairs” category of the
ShapeNet-SRN [1,6] dataset. As can be seen, ours can always synthesize photo-
realistic and reasonable novel renderings from totally different viewpoints.
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Reference Novel Views

Fig. 4: Additional novel view synthesis results on the “Cars” category of the
ShapeNet-SRN [1,6] dataset. As can be seen, ours can always synthesize photo-
realistic and reasonable novel renderings from totally different viewpoints.
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Reference PixelNeRF Ours

Fig. 5: Additional qualitative comparisons with PixelNeRF [8] on the real-world
Pix3D [7] dataset. Compared with PixelNeRF, SymmNeRF yields better gener-
alization.



8 Li et al.

Reference PixelNeRF Ours

Fig. 6: Additional qualitative comparisons with PixelNeRF [8] on the real-world
Stanford Cars [3] dataset. Compared with PixelNeRF, SymmNeRF yields better
generalization.
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Fig. 7: Addtional qualitative comparisons on the ShapeNet-NMR [1,2] dataset
under the category-agnostic single-view reconstruction setting.
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Fig. 8: Addtional qualitative comparisons on the ShapeNet-NMR [1,2] dataset
under the category-agnostic single-view reconstruction setting.
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Fig. 9: SymmNeRF architecture. X′ ∈ R3 is the corresponding symmetric 3D
point of X, π denotes the process of projecting the 3D point onto the image
plane using known intrinsics, F is the feature volume extracted by the image
encoder network f , and γX(·) and γd(·) are positional encoding functions for
spatial locations and viewing directions, respectively.
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Fig. 10: Additional qualitative evaluation of different configurations of our
method on the ShapeNet-SRN [1,6] dataset. (a): a minimalist version of our
method only including the image encoder network and the hypernetwork, with-
out taking pixel-aligned features and symmetric features as input to the neural
radiance field. (b): adding pixel-aligned image features, compared to (a). (c):
adding pixel-aligned and symmetric image features, compared to (a). (d): re-
moving the hypernetwork, compared to (c).
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Fig. 11: Failure cases. When the object is not perfectly symmetric and the ref-
erence view is not informative enough, symmetry priors may sometimes lead to
erroneous rendering.
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