Supplementary Material for “Full-scale Selective
Transformer for Semantic Segmentation”

Fangjian Lin!23* Sitong Wu?*, Yizhe Ma!, and Shengwei Tian!**

1 School of Software, Xinjiang University, Urumgqi, China
2 Baidu VIS, Beijing, China
3 Institute of Deep Learning, Baidu Research, Beijing, China
wusitong980gmail.com, {linfangjianOl, mayizheO1l, tianshengwei}@163.com

1 Visualizations

For better understanding our method, we visualize feature selection of query
features. Examples from PASCAL Context [3], ADE20K [4], COCO-Stuff 10K
[1], and Cityscapes|2] are shown in Figure 1, 2, 3, and 4, respectively. The i-th
column shows the feature selection of query scale S;. From these results, one can
be seen that high-level semantic features tend to select low-level features with
detailed spatial information, and vice versa.
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Fig. 1: Visualization of multi-scale feature selection on Cityscapes dataset. ¢(S;)

indicates taking features from the stage or scale S; as a query. The i-th column
shows the feature selection of query scale S;. The red polygon represents the

selection area.
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Fig. 2: Visualization of multi-scale feature selection on COCO-Stuff 10K dataset.

q(S;) indicates taking features from the stage or scale

S; as a query. The i-th

column shows the feature selection of query scale S;. The red polygon represents

the selection area.
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Fig. 3: Visualization of multi-scale feature selection on ADE20K dataset. ¢(.5;)

S; as a query. The i-th column

shows the feature selection of query scale S;. The red polygon represents the

indicates taking features from the stage or scale
selection area.
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Fig. 4: Visualization of multi-scale feature selection on PASCAL Context dataset.

q(S;) indicates taking features from the stage or scale S; as a query. The i-th

column shows the feature selection of query scale S;. The red polygon represents

the selection area.
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