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1 Experiments

1.1 Multi-Coil Reconstruction Comparisons

Implementations.We compare our method with other deep learning approaches:
VS-Net [1], ISTA-Net+ [6], DeepCascade [3, 2], DC-CNN [4], FastMRI U-net [5,
2], and Joint-ICNet [2] on the FastMRI knee database [5]. It is worth noting
that DeepCascade and U-net were also used as competing approaches in Joint-
ICNet [2]. The comparison results are presented in Suppl. Fig. 1, and Fig. 2.
It shows that the proposed framework produces superior results to other com-
parison methods. It can better preserve textual and structural features, which
leads to more faithful and visually appealing reconstructions. The quantitative
results demonstrate that our method consistently outperforms other approaches
in terms of all evaluation metrics.

1.2 Ablation Studies on Data Consistency Blocks

Implementations. We compare the proposed model with three variants to
elucidate how the proposed DACB and RSS-based pipeline benefit the recon-
struction performance. The first variant, dubbed (E)-CSM, has 2-channel inputs
and outputs representing complex values. It is extended to be (E)-CSM-a and
(E)-CSM-b by progressively adopting the single-channel magnitudes as output
and input. The visual results are presented Suppl. Fig. 4. We observed that
the data type has considerable effects on the reconstruction results and DACB
further contributes a performance gain. In Suppl. Fig. 4, we found that (E)-
CSM suffers from strong artifacts caused by improper sensitivity estimation, see
Suppl. Fig. 3. The proposed model can alleviate the artifacts and yield clean
reconstructions without estimating the sensitivity maps.

Map Estimation Artifacts (ME-Arti).We demonstrate how the artifacts
in Suppl. Fig. 4 are caused. We display a sensitivity map and the combined
image in Suppl. Fig. 3, where the irregular shapes coincide with the artifacts in
the reconstruction using (E)-CSM. It shows the impact of inaccurate sensitivity
estimation and demonstrates the efficacy of the proposed method.
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Fig. 1. Comparison results of 8× accelerated MRI reconstruction. First) zero-filled, sec-
ond) VS-Net [1], third) ISTA-Net+ [6], fourth) DeepCascade [3, 2], fifth) DC-CNN [4],
sixth) FastMRI U-net [5, 2], seventh) Joint-ICNet [2], penultimate) proposed, and last)
ground truth.

1.3 Robustness to Coil Configurations

We randomly permute the coil orders in inference to demonstrate the robustness
of the proposed pipeline to coil configurations. We compare it with Joint-ICNet
and DC-CNN which take multi-coil images as input respectively to the sensitivity
estimation network and the reconstruction model. The results are presented in
Suppl. Fig. 5. The performance of both Joint-ICNet and DC-CNN can be severely
affected by coil permutation, showing that they can be susceptible to machine
configuration discrepancies. The proposed method leverages the permutation-
invariance of the linear aggregation operation and the RSS operator, and shows
a strong invulnerability and generalization capacity.
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Fig. 2. Comparison results of 4× accelerated MRI reconstruction. First) zero-filled, sec-
ond) VS-Net [1], third) ISTA-Net+ [6], fourth) DeepCascade [3, 2], fifth) DC-CNN [4],
sixth) FastMRI U-net [5, 2], seventh) Joint-ICNet [2], penultimate) proposed, and last)
ground truth.

Fig. 3. Map estimation artifacts. First) RSS of fully sampled signal, second) positive
component of the imaginary part of a sensitivity map, third) positive component of
the imaginary part of the combined image, and last) reconstruction using (E)-CSM.
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Fig. 4. Ablation results of 8× accelerated MRI reconstruction. First) (E)-CSM, second)
(E)-CSM-a, third) (E)-CSM-b, and last) proposed.
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Fig. 5. Comparisons of 8× accelerated MRI reconstruction using random coil permu-
tation. First) proposed None/rolled, second) Joint-ICNet [2], third) Joint-ICNet rolled,
fourth) DC-CNN [4], penultimate) DC-CNN rolled, and last) ground truth.
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