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1 Introduction

In this supplementary material, we would like to show the full results of our
proposed method in comparison to the previous works. We add more metrics for
comparison. We show conduct experiments using TEACHTEXT [4]. For each
experiment, we report the mean and standard deviation of three randomly seeded
runs. We highlight the best performances for each dataset in bold. In addition,
we also show results in italic numbers where our proposed approach achieves
second best results.

Table 1: Comparison with the other methods on full split set of the
MSRVTT dataset. All models are trained without using the denoising trick [4]

Method Text → Video

R@1↑ R@5↑ R@10↑ MdR↓ MnR↓ Geom↑

VSE [10] 5.0 16.4 24.6 47.0 - -
VSE++ [8] 5.7 17.1 24.8 65.0 - -
W2VV [5] 6.1 18.7 27.5 45.0 - -
M-Cues [14] 7.0 20.9 29.7 38.0 - -
Dual [6] 7.7 22.0 31.8 32.0 - -
HGR [3] 9.2 26.2 36.5 24.0 - -
E2E [6] 9.9 24.0 32.4 29.5 - -
MEE [13] 11.1±0.1 30.7±0.1 42.9±0.1 15.0±0.0 - -
CE [4] 11.0±0.0 30.8±0.1 43.3±0.3 15.0±0.0 81.8±0.2 24.4±0.1

CE+ [4] 13.8±0.1 36.5±0.2 49.4±0.4 11.0±0.0 69.4±0.8 29.2±0.2

TT-CE [4] 11.8±0.1 32.7±0.1 45.3±0.1 13.0±0.0 74.9±0.4 25.9±0.1

TT-CE+ [4] 14.6±0.0 37.9±0.1 50.9±0.2 10.0±0.0 63.1±0.2 30.4±0.0

Ours+CE+ 14.7±0.1 37.8±0.1 50.6±0.1 10.0±0.0 65.4±0.3 30.4±0.1

Ours+TT-CE+ 14.7±0.2 38.1±0.1 51.1±0.1 10.0±0.0 62.3±0.1 30.6±0.1

To further improve the retrieval performance, we employ the recent Query-
bank Normalization with Dynamic Inverted Softmax (DIS) [2]. The results are
shown in Table 5.
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Table 2: Comparison with the other methods methods on the Activi-
tyNet dataset

Method Text → Video

R@1↑ R@5↑ R@50↑ MdR↓ MnR↓ Geom↑

FSE [16] 18.2 44.8 89.1 - - -
MEE [13] 19.7±0.3 50.0±0.5 92.0±0.2 5.3±0.5 - -
HSE [16] 20.5 49.3 - - - -
MMT [9] 22.7±0.2 54.2±1.0 93.2±0.4 5.0±0.0 - -
CE [4] 19.9±0.4 50.1±0.8 92.2±0.7 5.3±0.6 21.3±1.1 40.4±0.3

CE+ [4] 19.4±0.2 49.3±0.5 65.4±0.4 6.0±0.0 22.5±0.4 39.7±0.0

TT-CE [4] 22.7±0.8 56.2±0.1 71.6±0.8 4.0±0.0 15.8±0.1 45.0±0.6

TT-CE+ [4] 23.5±0.2 57.2±0.6 73.6±0.2 4.0±0.0 13.7±0.1 46.3±0.2

Ours+CE+ 20.6±0.0 50.6±0.4 66.9±0.1 5.0±0.0 19.5±0.3 41.1±0.1

Ours+TT-CE+ 23.9±0.1 57.3±0.4 73.5±0.1 4.0±0.0 14.0±0.2 46.5±0.0

Table 3: Comparison with the other methods methods on the DiDeMo
dataset

Method Text → Video

R@1↑ R@5↑ R@10↑ MdR↓ MnR↓ Geom↑

S2VT [15] 11.9 33.6 - 13.0 - -
FSE [16] 13.9±0.7 36.0±0.8 - 11.0±0.0 - -
MEE [13] 16.1±1.0 41.2±1.6 55.2±1.6 8.3±0.5 - -
CE [4] 17.1±0.9 41.9±0.2 56.0±0.5 8.0±0.0 42.8±2.8 34.2±0.4

CE+ [4] 18.2±0.3 43.9±1.1 57.1±0.9 7.9±0.1 38.5±3.4 35.8±0.4

TT-CE [4] 21.0±0.7 47.5±1.1 61.9±0.6 6.0±0.0 35.1±1.0 39.5±0.5

TT-CE+ [4] 21.6±0.8 48.6±0.5 62.9±0.7 6.0±0.0 31.5±0.8 40.4±0.4

Ours+CE+ 20.2±0.7 45.2±0.7 58.8±0.8 7.0±0.0 41.9±2.0 37.7±0.4

Ours+TT-CE+ 21.7±1.1 49.2±1.0 62.4±1.0 5.7±0.6 32.4±1.2 40.5±0.2
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Table 4: Comparison with the other methods methods on the MSVD
dataset. All models are trained without using the denoising trick [4]

Method Text → Video

R@1↑ R@5↑ R@10↑ MdR↓ MnR↓ Geom↑

VSE++ [8] 15.4 39.6 53.0 9.0 - -
M-Cues [14] 20.3 47.8 61.1 6.0 - -
MEE [13] 21.1±0.2 52.0±0.7 66.7±0.2 5.0±0.0 - -
CE [4] 21.5±0.5 52.3±0.8 67.5±0.7 5.0±0.0 20.4±0.0 42.3±0.6

CE+ [4] 25.1±0.9 56.5±1.4 70.9±1.6 4.0±0.0 17.8±0.6 46.5±1.0

TT-CE [4] 22.1±0.4 52.2±0.5 67.2±0.6 5.0±0.0 19.6±0.5 42.6±0.4

TT-CE+ [4] 25.1±0.6 56.8±0.6 71.2±0.6 4.0±0.0 16.8±0.3 46.6±0.5

Ours+CE+ 26.0±0.1 58.3±0.1 72.9±0.3 4.0±0.0 16.1±0.1 47.9±0.0

Ours+TT-CE+ 25.5±0.2 57.1±0.1 71.7±0.2 4.0±0.0 16.3±0.1 47.1±0.1

Table 5: Comparison with other methods on the DiDeMo dataset.

Method R@1↑ R@5↑ R@10↑ MnR↓

S2VT [15] 11.9 33.6 - -
FSE [16] 13.9 36.0 - -
MEE [13] 16.1 41.2 55.2 43.7
CE [4] 17.1 41.9 56.0 -
TT-CE [4] 21.0 47.5 61.9 -
CE+ [4] 18.2 43.9 57.1 -
ClipBERT [11] 20.4 48.0 60.8 -
TT-CE+ [4] 21.6 48.6 62.9 -
Frozen [1] 34.6 65.0 74.7 -
MDMMT [7] 38.9 69.0 79.7 -
CLIP4Clip [12] (reported in [12]) 43.4 70.2 80.6 17.5
CLIP4Clip-rerun (frozen layers + smaller batches) 42.0 69.1 78.1 18.8

CLIP4Clip-rerun + Caption Distillation (Ours) 43.2 69.7 79.2 17.5
CLIP4Clip-rerun + Video Distillation (Ours) 43.2 69.2 79.3 17.9

CLIP4Clip-rerun + Caption Distillation (Ours) + DIS [2] 45.2 69.8 79.5 17.7
CLIP4Clip-rerun + Video Distillation (Ours) +DIS [2] 45.0 70.6 80.0 17.8
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2 Experimental results with frozen all encoder

We have performed the suggested experiments with CLIP4Clip on the Didemo
dataset. The results are shown in Table 6. Our proposed distillation improves
the retrieval performance in this setting.
Table 6: Experimental results with frozen layers on Didemo dataset.

Method R@1↑ R@5↑ R@10↑ MnR↓

CLIP4Clip (frozen encoder) 38.5 67.6 76.4 21.8

CLIP4Clip (frozen encoder) + Caption Distillation (Ours) 40.1 67.3 77.6 20.6
CLIP4Clip (frozen encoder) + Video Distillation (Ours) 40.5 66.9 76.7 20.5
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