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In the supplementary material, we provide more experiments on different de-
signs of the Shape Semantics Embedding (SSE) module to show the effectiveness
of our self-attention-based module design. We also provide more discussions and
analyses about the t-SNE [4] visualizations shown in our main paper. Unless
otherwise specified, the numbers of the figures and tables are within the scope
of the supplementary material.

A. More Analysis of the SSE Module

To demonstrate the effectiveness and design rationality of our proposed Shape
Semantics Embedding (SSE) module, we compare various module designs on the
long-term cloth-changing person Re-ID dataset Celeb-reID [2].

Table 1. Ablation study of our proposed Shape Semantics Embedding (SSE) module
on Celeb-relD. Details of each method are described and discussed in Sec. A.

Methods Rank-1 mAP
Resnet-50 [1] 55.55 11.31
w/o Self 51.62 9.55
Self-v1 52.36 9.41

w/o0 SSE (Baseline) 52.86 9.92
Self-v2 (Ours) 57.47 12.27

Effectiveness of Self-Attention. As shown in Table 1, when we use the con-
ventional benchmark network Resnet-50 [1] to extract body shape features from
the heatmaps of human postures, the accuracy is inferior to “Self-v2”, which is
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our proposed SSE module. We argue that Resnet-50 is a strong CNN benchmark
network, but it mainly focuses on small discriminative regions due to a Gaus-
sian distribution of effective receptive fields [3]. However, the multi-head self-
attention mechanism is good at capturing the long-distance and short-distance
semantic information of inputs, so it is more effective to encode the rich corre-
lations between human posture keypoints, which represent body shape semantic
information. Additionally, compared with Resnet-50, a deep neural network com-
posed of multiple convolution and pooling layers, our proposed SSE module is
much more lightweight.

We also try discarding the self-attention module, which corresponds to “w/o
Self” in Table 1. We observe a huge decrease in both Rank-1 and mAP, which
shows the importance and effectiveness of the self-attention mechanism in cap-
turing useful body shape semantic information to help handle the cloth-changing
challenge.

Effectiveness of Our Self-Attention Design. If the encoding way is not
designed well, body shape semantic information cannot be effectively gained even
using self-attention. To prove it, we compare another SSE module design case,
denoted as “Self-v1” in Table 1. It first directly applies an FC layer to encode the
spatially flattened K heatmaps of human postures and gets f* € RX*? encoding
keypoints information. Then apply one multi-head self-attention layer to capture
correlations, followed by a convolution layer to adjust the output dimensions.
As we can see, Rank-1 and mAP of “Self-v1” are much lower compared with our
proposed method “Self-v2”, and its mAP is even worse than the module design
without self-attention, which demonstrates the rationality and effectiveness of
our well-designed SSE module.

It is worth noting that the results of “w/o Self” and “Self-v1” are even worse
than our baseline without the body shape branch. It demonstrates that if the
body shape information is not correctly and effectively learned, the extra body
shape branch is useless and even would affect the network to learn discrimina-
tive identity features by introducing noisy information. With our proposed SSE
module, however, we can achieve the best results, which shows the effectiveness
of our self-attention-based module design.

B. More Discussions of the t-SNE Visualizations

To verify our motivation and show the effectiveness of our proposed CAMC
framework, we first randomly sample 4 pedestrians, with 3 clothes per person,
and 10 images per clothing, on the LTCC [5] dataset. Then use t-SNE to visualize
features from the appearance branch and the body shape branch, as well as ones
extracted from CAMC.

As shown in Fig. 1, features from the appearance branch are relatively more
chaotic than ones extracted from CAMC. As shown in Fig. 1 (a), some sym-
bols are mixed, indicating different persons are misidentified under the influence
of similar clothes. However, various symbols with the same color are clustered
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(a) features from the appearance branch, f* (b) features from the body shape branch, il (c) fused features extracted from CAMC, F

Fig. 1. Visualizations of features from the appearance branch and the body shape
branch, as well as ones extracted from CAMC. Samples are randomly selected from
the testing set of the LTCC dataset. Each color represents an identity, and different
symbols indicate different clothes. Best viewed in color and zoomed in.

in Fig. 1 (c¢), which means the same person with various clothes is identified
according to his/her cloth-irrelevant identity information.

It is worth noting that in Fig. 1 (b), not only symbols with the same color
are not aggregated, but also symbols with the same shape distribute randomly
in the feature space. It tells if being directly used, features from the body shape
branch are not helpful to solve the cloth-changing problem of person Re-ID. It
is understandable for the reason that we humans also cannot identify different
pedestrians only from the heatmaps of their postures. However, we can distin-
guish people from RGB images based on their invariant biometric features, such
as body shapes, even if they change clothes. Therefore, it is necessary to design
a network to effectively interact between the appearance branch and the body
shape branch, and distill useful identity information. As shown in Fig. 1 (c),
our proposed CAMC framework can make use of body shape information to ob-
tain discriminative fused features to tackle the cloth-changing problem of person
Re-1ID.
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