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Appendix 1. Alternative Calculations of the Copy Times

In this appendix, we consider alternative calculations of the copy times ¢, and
demonstrate that these can be equally effective. In Eq. (2), We set the copy
times for all rare class instances to p. We define it as hard mode. In other cases,
we use the long-tailed scaling factor s., defined in Eq. (3). In particular, we set
e =3,v=>5 and pu = 2. In addition, We subtract 1 from s, so that the range
of s., lies between 0 and 3. In soft mode, copy times ¢, is calculated as:

ty = round(s,, ), (5)

where round stands for rounding function. In this way, the copy times gradually
increase with the rarity r.,, and the maximum is 3. For random mode, After
calculating the copy times for all instances using Eq. (5), Only one instance is
randomly selected for Copy-Move from the instances with copy times greater
than 0. Similarly, only the maximum copy times greater than 0 are selected for
max mode. For all experiments, we use ResNet-50 as backbone for 24 epochs.
Table 6 shows the experimental results. It can be seen that the performance
of all modes is higher than baseline, and the hard mode used in the paper has
achieved the best performance in overall AP. This proves the effectiveness of our
proposed Copy-Move and that precise rule is not crucial.

Table 6: More calculations of the copy times ¢,.

mode | AP AP, AP. APy
Baseline | 275 202  26.1 32.4
hard 28.1 208  26.7 328
soft 278  21.0 261 32.8

random 28.0 20.9 26.3 33.0
max 28.0 20.9 26.6 32.7
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Appendix 2. Training Details

We add mixup [1], InstaBoost [2], and Copy-Paste [3] to baseline. For mixup, we
use the same multi-scale as REDet during training. For InstaBoost, we trained
in the same way as [2], i.e., the shorter edge of the input image is smaller than
800 pixels, and the longer edge is smaller than 1333 pixels with a probability of
0.5. As for Copy-Paste, we train with large scale jittering on the image size of
1024 x 1024 mentioned in [3]. All models are evaluated at the same size, i.e., the
shorter edge of the input image is smaller than 800 pixels, and the longer edge
is smaller than 1333 pixels.

Appendix 3. Performance on COCO Dataset

On COCO, we calculate 7., using Eq. (1) with ¢ = 0.01. We trained RetinaNet
with ResNet-50 for 12 epochs. The Right part of Table 7 shows results. Both
Copy-Move and LTTSS can improve the performance, but not obvious. We think
this is because COCO is relatively balanced.

Table 7: The supplementary experiments on the COCO dataset.

COCO, 12 epochs
method AP APs5g AP
no special augmentation + ATSS (Baseline) 39.50 58.61 42.38
Copy-Move + ATSS 39.62 (40.12) 58.67 42.58
no special augmentation + LTTSS 39.73 (40.23) 58.86 42.62
Copy-Move + LTTSS 39.77 (+0.27)  58.84  42.84
Copy-Paste + ATSS 37.00 (-2.50) 55.40 39.70
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