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1 Distribution Visualization Results

From the distribution view, we provide visualization results to demonstrate that
our model can achieve both closeness and diversity, as shown in Fig. Al. For the
positive distribution (the green one), our model obtains a desirable boundary
value, indicating closeness is effectively achieved. The negative distribution (the
red one) is compact and close to zero, indicating that we can enforce higher
diversity at the same time.

It is hard to achieve both closeness and diversity for the competed meth-
ods. The negative distributions of MV-softmax[4] and CurricularFace[1] are also
compact; however, the boundary values of MV-softmax and CurricularFace are
not high enough to obtain sufficient closeness. For MagFace[2], the negative dis-
tribution is not so compact as MV-Softmax and CurricularFace, introducing a
higher risk of misclassification.

2 Further Discussion for Diversity Loss

In this part, we present the specific reasons for our diversity loss design. In
[3], Luniform is proposed to preserve the maximal information in the feature
space. However, the original loss relies on a large batch size(i.e., 768) to achieve
desirable results. Therefore, we convert the comparison between sample pairs
into the comparison between class centers and samples to save graphic memory.

The exponent of Eq. 7 contains two different components: the truncated scale
term s-max(0, sgn(cos )) and the similarity term (cos #)2. In the following part,
we will explain why we employ (cosf)? as the similarity term instead of other
formats(e.g., —||z —yl|3 or cos @) and why we use the truncated scale term in the
diversity loss. Given only one sample and the class center, gradient of diversity
loss is degraded as follows:
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Fig. A1l. Visualization results on the distribution view.

where  and w are the normalized feature and class center, s is the scale term.
D(z,w) = (cosf)?, where 0 is the angular distance between = and w. T'(*) is
the truncated scale term formulated as follows:

s, wlx>0
0, wlx<0

T(s,z,w) = { (2)

Intuitively, a desirable diversity loss function should satisfy the following prop-
erty: the gradient should get magnified when x is closer to w. Let us set Dy (2, w) =
—||lz — w||3, D2(x,w) = cosf, D3(x,w) = (cos@)?. Their gradients are calcu-
lated as follows:
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As shown in Fig. A2, ||g,]| gets larger as 0 increases and ||g,|| is identical when
¢ varies from 0 to m. Therefore, both D; = —||z — w||3 and Dy = cosf are
unsuitable in diversity loss. By contrast, ||gs|| meets the demand when 6 < 7,

but it still remains a considerable value when ¢ > 7. Therefore, we further
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Fig. A2. The comparison of gradient magnitudes among D1 (a), D2(b), D3(c) and the
truncated version of D3(d). (Best view in colors)

employ T'(-) to truncate the gradient when 6 is greater than 7 for training
stability.

3 Further discussion on A; and A\,

Table A1l. Verification comparisons on different benchmarks. We conduct the experi-
ment on the MSIMV2’s subset containing 10K unique identities with ResNet18.

Settings| Verification Accuracy 1JB

A1 A2 |[LFW CFP-FP AgeDBI|IJB-B IJB-C
0.5 2.0 [99.28 88.59 94.10 | 83.09 86.32
0.1 2.0 |99.15 88.64 94.06 |83.12 86.33
2.0 2.0 99.40 88.43 93.85 |82.55 86.02
5.0 2.0199.37 88.52 93.88 |82.13 85.89
0.5 1.0 [99.25 88.53 94.12 |82.85 86.10
0.5 5.0 [99.15 88.70 94.17 |83.15 86.37
0.5 10.0/99.12 88.61 94.08 | 83.21 86.40

Models
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In our Soft Mining Scheme(SMS), we set Ay = 0.5, Ay = 2.0. In Table Al,
we vary A1 and A in a certain range and provide the results on several bench-



4 C. Zhao et al.

marks. In Model 2-4, we adjust A\; and fix Ay. With the increase of \;, the
performance increases on LFW but degrades significantly on IJB-B/C. In Model
5-7, we adjust Ay and fix A;. Although the performance on IJB gets better as Ay
increases, it sightly degrades on LFW and AgeDB when Ay reaches a relatively
large value(e.g., 10.0).
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