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Abstract. Video-text retrieval has seen significant advancements, yet
the ability of models to discern subtle differences in captions still requires
verification. In this paper, we introduce a new approach for fine-grained
evaluation. Our approach can be applied to existing datasets by auto-
matically generating hard negative test captions with subtle single-word
variations across nouns, verbs, adjectives, adverbs, and prepositions. We
perform comprehensive experiments using four state-of-the-art models
across two standard benchmarks (MSR-VTT and VATEX) and two spe-
cially curated datasets enriched with detailed descriptions (VLN-UVO
and VLN-OOPS), resulting in a number of novel insights: 1) our analy-
ses show that the current evaluation benchmarks fall short in detecting
a model’s ability to perceive subtle single-word differences, 2) our fine-
grained evaluation highlights the difficulty models face in distinguishing
such subtle variations. To enhance fine-grained understanding, we pro-
pose a new baseline that can be easily combined with current methods.
Experiments on our fine-grained evaluations demonstrate that this ap-
proach enhances a model’s ability to understand fine-grained differences.

Keywords: Video-Language · Video-Text Retrieval · Fine-grained

1 Introduction

a black car is driving down the road

a person is connecting something to system
this is a video of a live tv show
people are singing on the beach
a little girl does gymnastics
a boy is singing

Ø Coarse-grained Negatives

Ø Fine-grained Negatives
a white car is driving down the road
a black motorcycle is driving down the road
a black car is parked down the road
a black car is driving across the road
a black car is driving down the mountain

Fig. 1: Coarse vs. Fine-
Grained Video Retrieval.

In recent years, video-text retrieval has seen huge
improvements [4,9,14,17,22,29,31,34,44,50,53].
This increased success is bolstered by large-scale
web-scraped vision-language datasets [16] and
the ability to bootstrap training with more read-
ily available image-text pairs [41]. Popular video-
text retrieval benchmarks [2,8,26,30,48,54] have
paved the way for this success, with models often
able to recall the correct caption from thousands
in the top 10, 5 or even first result. Although im-
pressive, this is only a step towards fully under-
standing the correspondence between video and text. The collection process of
current benchmarks results in a diverse set of videos and corresponding captions
which are distinct from each other. This means that current benchmarks only
evaluate coarse-grained video retrieval and that we do not know the fine-grained
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capabilities of current models. As shown in Fig. 1, the ground-truth caption
(black) for the given video is distinctly different from the other captions in the
test set (coarse-grained negatives in brown). This makes it relatively easy for the
model to distinguish between these captions. We refer to matching and retriev-
ing such videos and texts as coarse-grained evaluation. However, it is currently
unknown whether a model can discern the subtle single-word differences be-
tween the fine-grained negative captions (green) and the original caption, which
is challenging and critical for accurate video-text alignment.

In this paper, we propose to go beyond coarse-grained matching in video-
text retrieval and focus on fine-grained differences in captions. We create a new
fine-grained evaluation approach that can be used with existing datasets by
automatically generating new hard negative test captions with subtle single-
word variations across different parts-of-speech. We find that current models
struggle to distinguish such subtle variations, particularly in prepositions and
adverbs. The challenge in addressing this is not only to make a model under-
stand variations in different parts-of-speech but to gain this understanding while
maintaining a model’s impressive coarse-grained abilities. To take a first step to-
wards rectifying this, we propose a plug-in method that balances coarse- and
fine-grained objectives with phrase-level negatives and fine-grained prompting.

Our contributions can be summarized as: (i) we highlight the coarse-grained
nature of current video-retrieval evaluation, (ii) we propose a new fine-grained
evaluation approach to analyze models’ sensitivity to individual word variations
in different parts-of-speech, (iii) we investigate current models using our proposed
evaluation and find they lack fine-grained understanding, and (iv) we propose a
simple method which can be easily combined with existing approaches to learn
representations suitable for both coarse- and fine-grained retrieval.

2 Related Work

Coarse-Grained Video-Text Retrieval. Video-text retrieval is an important
topic in the vision-language domain that has garnered much attention [1, 10–
13, 32, 43, 47, 49, 55, 57, 60]. The aim is to retrieve the correct video given a text
query. Thus, it is crucial to align the features of videos to their related texts.
Early works in video-text retrieval [45,57,58] design different fusion mechanisms
for pre-extracted video and text features. Later, Clip-BERT [28] enabled end-to-
end training with a sparse sampling strategy on video data in addition to image-
text pretraining. Frozen [4] also uses image-text pretraining with a curriculum
learning schedule. Several works [5, 6, 19, 24, 33] instead build on CLIP [39], re-
purposing it for video-text retrieval. However, these works can only understand
coarse-grained differences between text and video; they fail to recognize the sub-
tle one-word caption differences investigated in this paper.
Token-Level Similarity in Video-Text Retrieval. Several works aim to
make the understanding of visual and text correspondence more fine-grained.
One category of methods enhances retrieval performance by designing differ-
ent granularities of cross-modal similarity [20,27,34,36,50,56,64]. For example,
TS2Net [31] designs a cross- modal alignment module between caption and frame

72



Beyond Coarse-Grained Matching in Video-Text Retrieval 3

features, rather than only the video-level features. X-CLIP [34] calculates similar-
ities between video-sentence, video-word, sentence-frame, and frame-word, using
varying levels of similarity to allow the model to perceive multi-granularity align-
ments. Similarly, UCoFiA [50] uses coarse-to-fine similarity alignment, going a
step further with patch-word similarity. While achieving impressive results on
current video-to-text benchmarks, we show in this paper that these works still
struggle to understand fine-grained single-word differences in video captions.
Parts-of-Speech in Video-Text Retrieval. Other methods aim for fine-
grained understanding by decomposing the input caption into different parts-of-
speech [3,9,15,37,51,53]. For instance, HGR [9] uses hierarchical graph reasoning
on verbs, noun phrases, and complete sentences to model a semantic graph of
events, actions, entities, and their relationships. JPoSE [53] learns separate em-
bedding spaces for verbs and nouns before combining these into a fine-grained
action embedding. ActionInVerb [37] improves verb understanding by leveraging
pretrained large language models to generate hard negatives which only change
the verbs in sentences. Several works also go beyond verb-noun understanding in
video-text retrieval and examine individual parts-of-speech with adverbs [15,16],
temporal prepositions [3] and negation [51]. Our work also focuses on fine-grained
video-text retrieval with different parts-of-speech, however unlike prior work, it
goes beyond investigating verb-noun pairs or single parts-of-speech.
Analysis of Vision-Language Models. Several studies have investigated the
comprehension of fine-grained information in vision-language models [7,18,21,35,
42,52,59,61,62]. Foilit [42] creates an erroneous description (‘foil’), by replacing
nouns in an image caption with similar but incorrect words, testing models with
foil classification, foil word detection, and foil word correction. SVO-Probes [21]
assess image-text models’ understanding of verbs by evaluating images related or
unrelated to specific sentences with subject, verb, and object triplets. Madasu
et al . [35] investigate compositional and semantic understanding in video re-
trieval by removing, shifting, or replacing, verbs and nouns in the ground-truth
captions. Similarly, other works [59, 61] also highlight the lack of compositional
understanding in image-text models. VL-Checklist [62] instead tests VLMs’ un-
derstanding of objects, attributes, and relations, while Wray et al . [52] focus
on models’ understanding of different captions with similar semantic meanings.
Different to these prior works, this paper explores video-text retrieval models’
understanding of nouns, adjectives, verbs, adverbs, and prepositions, focusing
specifically on whether models can accurately understand and respond to subtle
one-word changes in language.

3 Shortcomings of Current Video Retrieval Benchmarks

In this section, we highlight the coarse-grained nature of the current video-text
retrieval paradigm by examining current datasets and the captions they contain.
Definition & Notation. Video-text retrieval models aim to learn represen-
tations to determine the relevance of texts T to videos V . Specifically, given a
video v ∈ V , the aim is to rank the set of texts T according to their relevance to v
and vice versa. What is learned by a representation thus depends heavily on the
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Table 1: Details of Benchmarks in Text-to-Video Retrieval. We show the
number of videos and captions in the train and test sets, alongside the proportions
of captions containing nouns, verbs, adjectives, adverbs, and prepositions.

Training Set Test Set Proportions of Captions
Dataset Source #Video #Caption #Video #Caption #Vocab Noun Verb Adj Adv Prep Eval. Metrics

YouCook2 [63] YouTube 13.8K 13.8K 3.3K 3.3K 2.3K 1.00 0.95 0.33 0.10 0.75 Recall@k, Av. Rank
DiDeMo [2] Flicker 10.6K 41.2K 1.0K 4.0K 6.8K 1.00 0.88 0.44 0.24 0.67 Recall@k
ActivityNet [26] YouTube 10.9K 10.9K 4.9K 4.9K 13.0K 0.99 0.99 0.42 0.33 0.83 Recall@k
VATEX [48] YouTube 28.9K 289.9K 1.5K 15.0K 29.1K 1.00 0.99 0.50 0.25 0.89 Recall@k, Av. Rank
MSR-VTT [54] YouTube 9.0K 180.0K 1.0K 20.0K 25.7K 1.00 0.92 0.36 0.09 0.68 Recall@k, Av. Rank
MSVD [8] YouTube 1.3K 52.9K 670 27.8K 12.9K 1.00 0.96 0.18 0.05 0.46 Recall@k, Av. Rank
TGIF [30] Tumblr 89.4K 90.4K 11.3K 34.1K 11.4K 1.00 0.99 0.43 0.20 0.78 Recall@k, Av. Rank

content of the captions labeled as relevant and irrelevant to each video. Similarly,
the insights gained from model evaluation hinges on the captions present in the
test set. If the negative captions correspond to clear visual differences, we do not
know if a model can distinguish fine-grained differences. Similarly, if captions
can be distinguished by one part-of-speech alone, e.g . nouns, we do not know if
a model can understand the visual appearance of different parts-of-speech.
Datasets. In Tab. 1 we show the statistics of commonly used video-text retrieval
benchmarks. We order these by the size of the test set. A larger test set is
generally more challenging as a model not only needs to distinguish between
more items but there is an increased chance of having fine-grained differences
between items. Most datasets originate from YouTube or other websites such as
Flickr and Tumblr and are annotated after the fact via crowd-sourcing. During
this annotation, an annotator observes a single video and is tasked with creating
a relevant caption. This caption is not created by considering the other videos
or captions present in the dataset. All datasets are evaluated using Recall@k
or Avg. Rank where the relevant caption(s) should be retrieved in the top k
results or higher than the irrelevant captions sourced from other videos. The
granularity of this evaluation thus relies on the contents of the test set captions
which rarely have subtle differences between each other due to the collection
process. The proportions of captions with each word type in Tab. 1 also suggest
these datasets do not test fine-grained understanding. Subjects, objects (nouns),
and actions (verbs) are the most central elements, while the manner of actions
(adverbs) is less common in captions.
Qualitative Analysis. To investigate how fine-grained the captions in these
datasets are we take a closer look at example captions in Fig. 2. Here, we show
randomly selected videos from MSR-VTT [54] and VATEX [48] alongside the
ground-truth caption and the top-5 closest captions in the test set according to
CLIP [38] similarity. We see that the closest captions in the test set differ by
multiple concepts e.g . ‘a little girl does gymnastics’ vs. ‘women athletes taking
their position for a running race’. This suggests that these datasets inadequately
test the fine-grained capabilities of models. Furthermore, most differences are
due to different nouns and verbs, none of the examples share the same noun and
verb, differing only in adjectives, adverbs, and prepositions.
Quantitative Analysis. To verify our observations from Fig. 2 hold true for
the rest of the video-text pairs in these datasets, we conduct statistical analysis
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a little girl does gymnastics

➢ Top 5 closest captions

some girls are practicing gymnastics

a little girl talking to her and is scared

a girl doing gymnastics in the front yard

women athletes taking their positions for a running race

a young girl in a horror movie is haunted

small boy is helping clean up around a swimming pool

➢ Top 5 closest captions

boy swims in a pool and a man gives instructions

man in a swimming pool as he swims back and forth then tries to 

get off of the pool

girl jumps into a swimming pool and then reemerges

are two kids swimming in a pool for a competition, with a lot of 

adults standing by

boy is playing by himself but he shoots the ball properly

a man in sunglasses and a blue shirt beat boxes

➢  Top 5 closest captions

a man with glasses and a goatee talking about his former job

a man is singing

a man with brown hair is singing a song

a boy is singing

a man is yelling on the phone

woman is grooming a dog with nice music playing

➢ Top 5 closest captions

person is showing how dogs are trained and eaten.

man is giving a dog a bath outdoors while the dog is chain up

woman is walking on dirt and goes in the water with her dog

girl is blow drying her hair while also combing it at the same time

man is playing with a German Shepherd dog outside.

a woman is making a recipe in a sauce pan

➢ Top 5 closest captions

a woman is mixing food in a mixing bowl

the man is making a sauce in the kitchen

a woman serves a bowl of soup woth stuff in it

a chef stirs up some ingredients inside of a pan

person cooking up somefood

person showing how to make a certain kind of food

➢ Top 5 closest captions

man showing how to make an object with random parts

person is showing how dogs are trained and eaten

person who is in the kitchen, cooking something and 

listening ,soft music

man talks about how to become a business and get the god

man tells how to cook eggs and tells how long it takes

Fig. 2: Qualitative Analysis on MSR-VTT & VATEX. We show ground-truth
video-text pairs alongside the 5 most similar captions to the ground-truth according
to CLIP. We see that captions are coarse-grained, i.e. there are multiple difference
conceptual differences between captions which mostly relate to the nouns present.

(a) MSR-VTT

(b) VATEX

Fig. 3: Analysis of Sentence
Similarity. Few captions differ
by one part-of-speech, particu-
larly outside of nouns.

on MSRVTT and VATEX in Fig. 3. Specifically,
we randomly remove a noun from each sentence
in the test set and count how many sentences
become identical after the removal. We do the
same for two nouns, and so forth, until all nouns
are removed, thereby testing whether a caption
is the same in all other parts-of-speech. We fol-
low the same procedure for verbs, adjectives, ad-
verbs, and prepositions. From Fig. 3 we see that
captions rarely differ due to a single word. Even
when removing 4 nouns, only 0.25% of captions
have a duplicate with the same remaining words.
Of course, captions can have the same semantic
meaning with different wording, however, the lack
of single-word differences in this analysis com-
bined with the qualitative examples highlights
the need for fine-grained testing of current video-
text retrieval models.

4 PoSRank: A Fine-grained Evaluation Appoach
We propose an approach for fine-grained evaluation of video retrieval which
complements existing coarse-grained benchmarks. Particularly, our evaluation
focuses on changing individual words to create multiple sentences with subtly
different meanings. If a model truly understands every part of a sentence, then it
should be able to detect these subtle differences between sentences and accurately
retrieve the sentence most relevant to the video. We separate our evaluation by
different parts-of-speech, i.e. nouns, verbs, adjectives, adverbs, and prepositions,
to allow a better understanding of the fine-grained capabilities of the model.
Definition. We assume we have a set of videos V with a corresponding set of
coarse-grained captions T . Given a video vi ∈ V and its corresponding caption
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l verb
A man eating a blue t-shirt… 
A man folding a blue t-shirt…
A man busting a blue t-shirt…

Caption 𝒕𝒊	 :
A man wearing a blue t-shirt and black pants, is leaning forward and 
slowly trimming the hair of another sheep with a trimming machine.
l noun 

l adjective
…wearing a green t-shirt… 
…wearing a black t-shirt…
…wearing a fake t-shirt…

l preposition
…is leaning away…
…is leaning backward…
…is leaning back…

l adverb
…and rapidly trimming the hair…
…and speedily trimming the hair…
…and quickly trimming the hair…

A woman wearing a blue t-shirt and black pants…
A man wearing a blue suit and black pants…
A girl wearing a blue t-shirt and black pants…

l verb
A person is divesting liquid…, moves his right hand backward… 
A person is putting liquid…, keeps his right hand backward… 
A person is putting liquid…, and then removes something… 

Caption 𝒕𝒊	 :
A person is putting liquid in a cup with a white mug, moves his right 
hand backward, and then puts something in a cup with a white bowl.

l noun 
A dog is putting liquid…
A machine is putting…
A shape is putting…

l adjective
…with a black mug… 
…a cup with a black bowl. 
…with a colorful mug… 

l preposition
…moves his right hand forward…
…moves his right hand ahead…
…moves his right hand away…

Fig. 4: Examples of Hard Negative Sentences in our evaluation. By creating
subtle single-word variations of the original sentence we test the ability of video-text
retrieval models to distinguish fine-grained variations for different parts-of-speech.

ti ∈ T , we create a set of negative captions T p
i of size N for video vi for each

part-of-speech p ∈ P we are interested in. We create T p
i by modifying single

words with the relevant part-of-speech tag from the caption ti to generate a fine-
grained hard negative sentence. Specifically, for each part-of-speech, we randomly
select a word w from sentence t with that part-of-speech tag and modify it to
word w′ keeping all other words the same. We do this K times to acquire K
different sentences which make up set T p

i . When selecting word w′ we prioritize
the antonym of word w, followed by the antonym of a hypernym or hyponym
of the word. Otherwise, we randomly select a word of the same part-of-speech
from the dataset vocabulary. By ensuring the part-of-speech tag is the same we
ensure that the sentence is grammatically correct and increase the challenge of
the evaluation. Prioritizing antonyms also helps the plausibility of the sentence,
increases the challenge and avoids false negatives. From inspecting a random
subset of 100 captions we found only 4 false negatives and 7 grammatical errors.
For each video vi we create negative caption sets for nouns Tnoun

i , verbs T verb
i ,

adjectives T adj
i , adverbs T adv

i , and prepositions T prep
i . Fig. 4 shows examples of

the hard negative sentences created in this process. Only changing a single word
per caption results in challenging captions where the model has to distinguish
fine-grained concepts e.g . ‘slow’ vs. ‘fast’, ‘forward’ vs. ‘backward’ as well as
color, age, and gender.
Evaluation Criteria. We utilize the newly created negative sentences to eval-
uate the fine-grained performance of video retrieval models. Specifically, for a
part-of-speech p and each video vi, we obtain the ranking of the ground-truth
sentence ti and negatives T p

i . Suppose the rank of the ground-truth ti within the
retrieved results, including both the correct sentence and the negatives, is de-
noted by rpi . We compute the Mean Reciprocal Rank (MRR) for part-of-speech
p, named PoSRankp, as follows:

PoSRankp =
1

N

N∑
i=1

1

rpi
, (1)

where N is the number of ground-truth video-text pairs (vi, ti). In sum-
mary, PoSRankp measures the effectiveness of the retrieval model in ranking
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Table 2: Statistics of the fine-grained test sets. We show the number of original
captions, their average length, and the proportions of captions containing each part-of-
speech. For all datasets, we create a challenging fine-grained test set per part-of-speech.

Dataset Original Captions Proportions of Captions Fine-Grained Test Captions

#Train #Test Av. Len noun verb adj adv prep noun verb adj adv prep

MSR-VTT [54] 180,000 20,000 9.3 1.00 0.92 0.36 0.09 0.71 418.13K 367.56K 135.87K 17.09K 8.51K
VATEX [48] 519,820 13,969 14.3 1.00 0.99 0.49 0.24 0.88 293.35K 283.40K 134.59K 32.38K 12.12K
VLN-UVO [46] 12,359 6,561 17.2 1.00 1.00 0.89 0.26 0.86 137.74K 136.48K 120.23K 4.58K 4.96K
VLN-OOPS [46] 26,193 5,335 25.7 1.00 1.00 0.92 0.61 0.98 112.04K 111.62K 99.31K 18.61K 6.38K

the ground-truth sentence as close to the top of the list as possible across the
negative sets T p

i of each video. If the retrieval model robustly understands the
semantics of each sentence part, the original caption should always rank first.
Thus, a higher value indicates a better fine-grained understanding of the model
with 1.0 being the best score and 0.0 the worst.

5 Analysing Fine-grained Ability of Current Models
We evaluate existing video-text retrieval methods using our proposed fine-grained
evaluation to answer the following questions: (i) How well do current methods
understand fine-grained differences in video retrieval? (ii) Does performance in
fine-grained retrieval correlate with existing coarse-grained metrics? (iii) Are cer-
tain parts-of-speech more challenging than others for current methods? (iv) Are
certain datasets more suitable than others for fine-grained evaluation?

5.1 Experiment Setup

Datasets. According to the approach described in Sec. 4, we create fine-grained
evaluation sets for the commonly used MSRVTT and VATEX. Additionally,
we use VLN-UVO and VLN-OOPS [46] originally proposed for video narrative
grounding, as these contain longer, more detailed descriptions and thus have a
greater number of different part-of-speech with which to create new fine-grained
captions, e.g . MSR-VTT has 9.3 words per sentence vs. 17.2 from VLN-UVO.
VLN-UVO and VLN-OOPS also have higher percentages of adjectives, adverbs,
and prepositions. For instance, in VLN-OOPS 61% of sentences contain at least
one adverb, while in MSR-VTT only 9% of sentences have an adverb. More
detailed statistics can be seen in Tab. 2.
Baselines. We use four recent, publicly available video retrieval models covering
a variety of different backbones and training strategies. Frozen [4] is a joint
embedding model for end-to-end video retrieval. It utilizes a ViT backbone pre-
trained on CC3M [41] (image-text pairs) and WebVid-2M [4] (video-text pairs)
with a contrastive loss. TS2Net [31] initializes its visual and text encoders with
CLIP. It uses a token shift module which aims to capture subtle local movements
between frames as well as a token selection module to minimize spatial and
temporal redundancy. X-CLIP [34] also bases its model on CLIP and focuses
on computing fine-grained cross-modal similarities. Specifically, it obtains the
final video-text similarity by fusing video-sentence, video-word, sentence-frame,
and frame-word similarities. UCoFiA [50] aligns text and video at both coarse
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Table 3: Fine-Grained Evaluation with Average PoSRank. All four methods
struggle to distinguish fine-grained differences in all datasets.

Method MSR-VTT VATEX VLN-UVO VLN-OOPS Mean

Frozen [4] 0.285 0.243 0.252 0.249 0.257
X-CLIP [34] 0.343 0.278 0.301 0.282 0.301
UCoFiA [50] 0.351 0.268 0.308 0.299 0.306
TS2-Net [31] 0.351 0.283 0.310 0.293 0.309
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Fig. 5: Correlation Between Coarse & Fine-Grained Performance. There is
a weak correlation between performance on coarse and fine-grained metrics, however
good coarse-grained performance does not indicate good fine-grained performance.

and fine-grained granularities. This is achieved by three types of matching: video-
sentence, frame-sentence, and patch-word. This model is also based on CLIP.
Implementation Details. For each original caption, we create K=20 negative
captions for each of the five parts-of-speech using SpaCy for parsing.

5.2 Results
How well do current methods understand fine-grained differences?
We show the performance of the four tested video-text retrieval models with
our PoSRank metric, averaged over the five parts-of-speech, in Tab. 3. For all
methods and datasets, the PoSRank scores range from 0.24 to 0.36 far from the
best score of 1. This demonstrates that current methods have poor fine-grained
understanding and are not sensitive to subtle single-word changes in the caption.
CLIP-based methods X-CLIP, UCoFiA and TS2-Net all perform slightly better
than Frozen. This may be due to the CLIP-based methods having a better
understanding of different parts-of-speech or due to these approaches learning
better video-text representations. We analyze both possibilities in the following
questions. Regardless, all methods evaluated struggle with our proposed fine-
grained evaluation and have much room for improvement.
Does performance in fine-grained retrieval correlate with existing coarse-
grained metrics? Fig. 5 shows mean recall@{1,5,10} of video-to-text and text-
to-video retrieval alongside the mean PoSRank. There is some correlation be-
tween performance on coarse and fine-grained metrics. For instance, Frozen is the
worst in both coarse-grained and fine-grained retrieval. However, at the higher
end the correlation is weak with the best-performing model in coarse-grained
achieving only 3rd place on fine-grained for VLN-UVO and VLN-OOPS. This
demonstrates that good coarse-grained performance does not indicate good fine-
grained performance and further justifies the need for our fine-grained PoSRank
evaluation. Furthermore, the differences between methods in coarse-grained met-
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Fig. 6: Fine-Grained Evaluation Per Part-of-Speech. Models find fine-grained
differences in adverbs and prepositions the most difficult to distinguish.

rics can be large, e.g . 71 for Frozen vs. 85 for UCoFiA on VATEX, while per-
formance is more similar in our fine-grained PoSRank, e.g . 0.24 vs. 0.27. This
demonstrates that all current methods, regardless of their success on current
coarse-grained metrics, have a long way to go in fine-grained understanding.
Are certain parts-of-speech more challenging than others? Fig. 6 shows
PoSRank performance for individual parts-of-speech for all methods on MSR-
VTT and VLN-UVO. From these results, we see that current models can better
distinguish differences in adjectives, with nouns being the second easiest. This
is likely due to the reliance of video-text retrieval models on image pretraining
where nouns and adjectives are common; three of the four methods make use
of CLIP models while Frozen also pretrains on images and single video frames.
Adverbs and prepositions are the hardest parts-of-speech on both datasets for
almost all models. This is likely due to these parts-of-speech requiring more
understanding of the spatial and temporal relationships between different objects
and frames, unlike nouns and adjectives which can often be understood from the
appearance of a single object in a single frame. Results for VATEX and VLN-
OOPS follow similar trends and can be found in the supplementary material.
Are certain datasets more suitable than others for fine-grained evalu-
ation? The fine-grained sets we create for VATEX, VLN-UVO and VLN-OOPS
are all more challenging for current methods than the one created for MSR-
VTT. For instance, the average PoSRank value for XCLIP is 0.278 on VATEX
and 0.282 on VLN-OOPS, while on MSR-VTT, it is 0.343 (Tab. 3). This is due
to longer and more complex original captions offering more potential for chal-
lenging and subtle variations that better test the fine-grained capabilities of a
model. VLN-UVO and VLN-OOPS also provide more challenges for the most dif-
ficult parts-of-speech. For instance, on VLN-UVO models achieves ∼ 0.2 adverb
PoSRank, compared to ∼ 0.3 on MSR-VTT (Fig. 6).

6 Training for Fine-grained Understanding

Our fine-grained evaluation shows there is still much room for improvement in
current methods. To improve fine-grained understanding, we introduce a new
baseline (Fig. 7) that can be easily combined with existing approaches. Begin-
ning from an existing coarse-grained video-text retrieval model (Sec. 6.1), we
train with fine-grained ‘word-level’ negatives (Sec. 6.2). While this improves the
model’s ability to distinguish fine-grained text differences, it hurts the ability to
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A boy wearing a black cloth is tossing 
a basketball then throws the 
basketball towards the other boy

Text Encoder

Original Caption 

𝒕𝒊 

A girl putting a black cloth is 
tossing a basketball then throws …

A boy wearing a white dress is 
tossing a basketball then throws …

A boy wearing a black cloth is holding 
a footballl then throws the …

Phrase-level Negatives 𝑡𝑖
𝑃 

…

𝒗𝒊

Linear Projection of Flattened Patches

……

CLS
Fine-grained

Visual Prompt

Transformer Encoder

Video Encoder

ℒ𝑐𝑜𝑎𝑟𝑠𝑒

ℒ𝑓𝑖𝑛𝑒

𝑓ො𝒕𝒊 𝑓CLS

𝑓Visual Prompt𝑓𝑡𝑖
𝑃

p0 … pnCoarse-grained Negatives ො𝒕𝒊

A white cat is sitting beside the box

A man wearing a blue jeans is 
trimming the hoof of the sheep

A kid on the right side wearing a 
green t-shirt is putting a wooden 
piece into a container

…

𝑓𝑡𝑖

Fig. 7: Fine-grained Training for Video-Text Retrieval incorporates phrase-level
negatives and fine-grained prompting to identify coarse and fine-grained differences.

distinguish coarse-grained differences. We strike a balance between coarse and
fine with ‘phrase-level negatives’ (Sec. 6.3) and better allow the model to lean
from both types of negatives with fine-grained prompts (Sec. 6.4).

6.1 Coarse-Grained Training
A typical retrieval model learns from a set of videos V and a corresponding
set of coarse-grained captions T . As in coarse-grained evaluation each caption
ti ∈ T is paired with a single video vi ∈ V , although a video may have multiple
corresponding captions. The goal is to give matching video text pairs (vi, ti)
high similarity. This similarity should be higher than the same video with a less
relevant text (vi, t′i) or the same text with a less relevant video (v′i, ti). Assuming
all unpaired videos and texts are less relevant to each other than the pairs, a
model can be trained with the following Lcoarse loss:

Lv2t = − 1

B

B∑
i=1

log
exp (s(vi, ti))∑B
j=1 exp (s(vi, tj))

,

Lt2v = − 1

B

B∑
i=1

log
exp (s(vi, ti))∑B
j=1 exp (s(vj , ti))

,

Lcoarse = Lv2t + Lt2v,

(2)

where s(·) is a similarity function and B is the batch size. While this loss is
effective for training models for existing coarse-grained video retrieval metrics,
models trained in this way do not learn to distinguish fine-grained word-level
differences. This is because just like the test set (see Sec. 3) the set of captions
T in training does not contain fine-grained differences.

6.2 Training with Word-Level Negatives
In addition to using our sets of fine-grained negative captions T p

i for evaluation,
we take inspiration from prior works on hard negative [25, 40] mining and also
incorporate our fine-grained negatives during training to enhance the model’s
sensitivity to all parts of a sentence. For each video-text pair (vi, ti) in a batch,
we generate N word-level negative sentences for each of the five parts-of-speech
we are interested in, using the method described in Section Sec. 4. We incorporate
these word-level negatives into training using the following contrastive loss:
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Lfine = − 1

B

B∑
i=1

log
exp (s(vi, ti))∑

p∈P

∑
t∈Tp

i
exp (s(vi, t))

, (3)

where P is the set of POS-tags of interest and T p
i is the set of word-level negative

captions created from caption ti for POS-tag p.
Since we want the model to be both suitable for coarse and fine-grained

evaluation we combine the two losses as follows:

L = Lcoarse + λLfine, (4)

where λ is the weight to balance the coarse and fine loss. We use λ ≪ 1 as the
similarity between a video and its word-level hard negatives should be greater
than the similarity between a video and the coarse-grained negatives.

6.3 Training with Phrase-Level Negatives
Training with the loss in Eq. (4) enables the model to make fine-grained word-
level distinctions, particularly for nouns, adjectives and verbs which are plentiful
in the training data enabling the creation of a large variety of negatives. However,
even with this loss models struggle to balance coarse and fine-grained, with re-
sults decreasing on coarse-grained metrics as fine-grained performance increases.
Due to the vastly different objectives of coarse and fine-grained video retrieval
current models struggle to learn both tasks simultaneously.

To address this we propose using ‘phrase-level’ negatives which balance coarse
and fine granularities. Our phrase-level negatives modify two consecutive words
in a sentence. As with the word-level negatives, for a video vi with corresponding
caption ti we randomly select a word w1 from caption ti to modify which is one
of the five parts-of-speech of interest. Additionally, with 50:50 chance we either
modify the preceding or following word which is also one of the five parts-of-
speech. For example, if black is the word selected from a boy wearing a black t-
shirt then we could obtain the following phrase-level negatives: a boy removing a
white t-shirt or a boy wearing a black coat. As in the word-level negatives and fine-
grained evaluation, words are replaced with other words from the dataset with
the same POS-tag, prioritizing antonyms. All remaining words are unmodified.

6.4 Fine-Grained Prompting
Our phrase-level negatives allow the model to better balance between coarse
and fine-grained distinctions. However, models still struggle to optimize for both
objectives and underperform a model specialized for either coarse or fine-grained.
To remedy this we incorporate prompts to inform the model which task it should
focus on. Specifically, we use visual prompts [23] to learn fine-grained similarity.
This gives us additional output tokens of the transformer so the same model can
predict both fine and coarse-grained similarity. We train the output of the CLS
token with the coarse-grained loss Lcoarse (Eq. (2)), which establishes a general
understanding of the content. Concurrently, we train the output of the visual
prompt with Lfine (Eq. (3)), enhancing the model’s capability to detect subtle
nuances. This allows for a comprehensive and detailed understanding of video
content, aligning video with the text queries more precisely.
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Table 4: Model Components Ablation. Phrase-level negative with fine-grained
prompting balances coarse (mean recall) and fine-grained (PoSRank) understanding.

Training-strategy Coarse-Grained (↑) Fine-Grained (↑)

V2T T2V noun adj verb adv prep

Coarse-Grained Training 56.7 41.0 0.367 0.440 0.315 0.201 0.184
Word-Level Negatives 47.5 40.0 0.894 0.864 0.969 0.468 0.701
Phrase-Level Negatives 52.5 40.2 0.839 0.723 0.913 0.382 0.527
Fine-Grained Prompting 52.9 39.8 0.860 0.781 0.954 0.439 0.555

Video Frame Coarse-Grained Word-Level Fine-Grained Video Frame Coarse-Grained Word-Level Fine-Grained

Fig. 8: Visual Attention. Coarse-grained training focuses on the most salient regions,
while word-level negatives focuses on subtle details necessary for distinguishing fine-
grained elements of the caption. Fine-grained prompting balances the two.

7 Experiments
We first describe the implementation details and then analyze the contribution of
each method component and the impact of introduced hyperparameters. Finally,
we demonstrate that our method can be plugged into various existing video-text
retrieval models and is effective on multiple different datasets.
Implementation Details. We use the same datasets and methods as described
in Sec. 5. For all models we use the same training settings as the original paper
with the addition of our fine-grained training, see the supplementary material
for further details. Unless otherwise specified, we use loss weight λ=0.2, number
of hard negatives N=16, and number of visual prompts T=1. All experiments
were performed on an NVIDIA RTX A6000 GPU.
Evaluation Criteria. For coarse-grained evaluation, we report average recall
over R@1, R@5 and R@10. For fine-grained evaluation, we report the proposed
PosRank for nouns, adjectives, verbs, adverbs and prepositions.

7.1 Ablation Study
To validate the effectiveness our proposed method, we first carry out several
ablation studies using the X-CLIP model on the VLN-UVO dataset.
Model Components. Tab. 4 demonstrates the effect of each component of our
proposed method. Initially, we train X-CLIP [34] as in the original paper, i.e.
coarse-grained training. This performs well on the standard coarse-grained eval-
uation metrics but struggles on our fine-grained evaluation, particularly for ad-
verbs and prepositions. When adding fine-grained training with word-level nega-
tives the fine-grained evaluation improves for all parts-of-speech, but this comes
at the cost of decreased video-to-text coarse-grained retrieval. This is because the
focus is shifted from the most salient regions to fine-grained details (see Figure 8).
Replacing the word-level negatives with phrase-level negatives better balances
the coarse and fine-grained objectives, for instance, coarse-grained video-to-text
retrieval (V2T) increases from 47.5 to 52.5. Using fine-grained prompting with
phrase-level negatives further improves the fine-grained evaluation results as it
allows the model to separately specialize in coarse- and fine-grained differences.
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Table 5: Loss weight λ. λ=0.2 is the
best balance between fine-grained (PoS-
Rank) and coarse-grained (mean recall).
λ

Coarse-Grained (↑) Fine-Grained (↑)
V2T T2V noun adj verb adv prep

0.1 48.2 39.8 0.871 0.814 0.959 0.367 0.627
0.2 47.5 40.0 0.894 0.864 0.969 0.468 0.701
0.3 42.7 40.0 0.903 0.875 0.976 0.459 0.711
0.4 41.4 39.5 0.906 0.880 0.977 0.482 0.730
0.5 43.3 39.4 0.906 0.881 0.976 0.523 0.728

Table 6: Num. of hard negatives N.
N = 16 provides a reasonable balance be-
tween performance and training efficiency.

N Coarse-Grained (↑) Fine-Grained (↑)
V2T T2V noun adj verb adv prep

2 53.3 39.9 0.778 0.692 0.882 0.282 0.475
4 48.6 39.8 0.875 0.808 0.957 0.344 0.655
8 48.7 39.8 0.876 0.834 0.962 0.420 0.656
16 47.5 40.0 0.894 0.864 0.969 0.468 0.701
32 44.0 40.0 0.901 0.869 0.975 0.449 0.701

Loss weighting λ. We evaluate the impact of λ, which balances coarse and fine-
grained loss functions, in Tab. 5. As λ increases, the model focuses on the fine-
grained loss, leading to improved fine-grained performance. λ = 0.2 represents
the best balance between fine-grained and coarse-grained performance.
Number of hard negative sentences N. We explore the number of hard
negative sentences N in Tab. 6. As N increases fine-grained retrieval improves
but coarse-grained performance declines. N=16 represents a compromise between
fine-grained and coarse-grained performance.

7.2 Effectiveness with Different Datasets.

We demonstrate our model’s effectiveness for different datasets with X-CLIP in
Tab. 7. On all datasets, our approach provides much better fine-grained retrieval
performance than standard coarse-grained training, for instance on VLN-OOPS
we obtain 0.941 verb and 0.527 preposition PoSRank vs. 0.236 and 0.142 for
coarse-grained training. Our approach is also more effective at coarse-grained
metrics than the naive fine-grained training with word-level negatives, e.g . we
obtain 67.8 V2T on VLN-OOPS compared to 62.9 for word-level negatives. How-
ever, there is still much potential for improvement in both coarse and fine-grained
metrics, particularly for adverbs and prepositions in the fine-grained evaluation.

Table 7: Effectiveness with Different Datasets. Our approach recognizes fine-
grained differences (PoSRank) on different datasets while maintaining coarse-grained
ability (mean recall).

Dateset Training-strategy Coarse-Grained (↑) Fine-Grained (↑)

V2T T2V noun adj verb adv prep

MSR-VTT [54]

Coarse-Grained Training 66.7 67.0 0.430 0.445 0.314 0.304 0.225
Word-Level Negatives 64.5 67.0 0.854 0.818 0.871 0.675 0.817
Phrase-Level Negatives 65.6 67.7 0.841 0.795 0.881 0.512 0.713
Fine-Grained Prompting 66.2 67.4 0.887 0.897 0.861 0.723 0.846

VATEX [48]

Coarse-Grained Training 91.1 82.3 0.312 0.366 0.276 0.270 0.166
Word-Level Negatives 85.3 78.2 0.875 0.876 0.911 0.811 0.720
Phrase-Level Negatives 86.6 79.3 0.794 0.757 0.763 0.672 0.494
Fine-Grained Prompting 90.3 81.5 0.839 0.774 0.870 0.738 0.633

VLN-OOPS [46]

Coarse-Grained Training 70.1 52.3 0.409 0.446 0.236 0.176 0.142
Word-Level Negatives 62.9 51.1 0.877 0.854 0.965 0.570 0.675
Phrase-Level Negatives 67.1 51.5 0.834 0.736 0.823 0.456 0.449
Fine-Grained Prompting 67.8 53.4 0.844 0.783 0.941 0.540 0.527

83



14 Aozhu Chen, Hazel Doughty, Xirong Li, and Cees G. M. Snoek

Table 8: Effectiveness with Different Models. Our approach can be combined
with existing models for a large improvement in distinguishing fine-grained differences
(PoSRank) and maintains coarse-grained performance (mean recall).

Method Training-strategy Coarse-Grained (↑) Fine-Grained (↑)

V2T T2V noun adj verb adv prep

Frozen [4]

Coarse-Grained Training 38.8 38.6 0.332 0.346 0.207 0.215 0.160
Word-Level Negatives 37.0 37.2 0.718 0.642 0.888 0.411 0.574
Phrase-Level Negatives 37.1 36.5 0.770 0.701 0.887 0.487 0.627
Fine-Grained Prompting 39.9 39.5 0.786 0.733 0.927 0.490 0.631

UCoFiA [50]

Coarse-Grained Training 54.4 39.7 0.391 0.423 0.317 0.227 0.184
Word-Level Negatives 43.9 39.0 0.894 0.859 0.973 0.493 0.696
Phrase-Level Negatives 50.0 39.1 0.853 0.723 0.925 0.378 0.544
Fine-Grained Prompting 52.5 38.9 0.840 0.828 0.946 0.467 0.695

TS2-Net [31]

Coarse-Grained Training 54.1 39.2 0.375 0.453 0.316 0.220 0.184
Word-Level Negatives 47.4 39.1 0.885 0.852 0.968 0.461 0.665
Phrase-Level Negatives 46.6 39.2 0.889 0.856 0.968 0.476 0.660
Fine-Grained Prompting 54.6 39.7 0.871 0.805 0.966 0.475 0.539

X-CLIP [34]

Coarse-Grained Training 56.7 41.0 0.367 0.440 0.315 0.201 0.184
Word-Level Negatives 47.5 40.0 0.894 0.864 0.969 0.468 0.701
Phrase-Level Negatives 52.5 40.2 0.839 0.723 0.913 0.382 0.527
Fine-Grained Prompting 52.9 39.8 0.860 0.781 0.954 0.439 0.555

7.3 Effectiveness with Different Models
A benefit of our approach is that it can be easily combined with existing models
to enable fine-grained video-text retrieval. We demonstrate this in Tab. 8 with
results on VLN-UVO for Frozen [4], X-CLIP [34], and UCoFiA [50]. Our model is
easy to plug into each of these methods achieving much better fine-grained per-
formance than coarse-grained training while also maintaining or beating the orig-
inal coarse-grained performance. For instance, our method with TS2-Net obtains
54.6 V2T and 0.966 verb PoSRank vs. 54.1 and 0.316 from coarse-grained train-
ing. TS2-Net and UCoFiA are the best-performing models on the fine-grained
evaluation, however, there is no clear winner with TS2-Net performing best on
nouns, verbs, and adverbs and UCoFiA performing best on adjectives and prepo-
sitions. While our approach successfully balances performance on coarse and
fine-grained metrics there is still much potential for improvement in fine-grained
understanding, particularly for adverbs and prepositions.

8 Conclusion
In this paper, we conducted an in-depth analysis of current video retrieval evalu-
ations finding that current benchmarks fall short in detecting a model’s ability to
perceive subtle single concept differences. We introduce a fine-grained approach
to analyze models’ sensitivity to individual word variations across different parts-
of-speech. Testing this metric on current methods reveals that these models are
not sensitive to such variations, especially for adverbs and prepositions. To bridge
this gap, we introduce a simple, but effective baseline which can be easily com-
bined with existing models. While experiments show that the proposed method
effectively enhances the models’ ability to understand fine-grained differences,
there is much potential for future work.
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